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PREFACE

The progression of globalization is affecting capital markets and economic development.
In this context, globalization involves complex and controversial issues that must be dealt
with by governments, regulators, corporations (including banks), and investors. These issues
include, but are not limited to the extent to which countries around the world are accepting
the Basel II bank capital regulations, the effects of globalization on stock and bond markets,
new issues in project finance, the impact of corruption, and other important topics.

The book consists of fourteen articles contributed by authors from Australia, Asia, Europe,
South America, and the U.S. who provide a wide range of insights that range from applied to
theoretical issues. The contributors include academics, government officials, and regulators.
Four of the fourteen articles in this book were presented at a special session “Capital Markets,
Globalization, and Economic Development,” at the 2004 Financial Management Association
meeting in New Orleans.
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dios en Administración. Also, Parisi was the Co-Editor in a Special Issue at the International
Review of Financial Analysis and Vice President for Latin America-South, BALAS 2003.

Ronnie J. Phillips is chair and Professor of Economics at Colorado State University. He
has been a Visiting Scholar at the FDIC, the Comptroller of the Currency, and at the Jerome
Levy Economics Institute of Bard College. He is a past president of the Association for
Evolutionary Economics (AFEE). His publications on financial system issues have appeared
in books, academic journals, newspapers, magazines, and public policy briefs.

Winnie P. H. Poon is an Associate Professor in the Department of Finance and Insurance at
Lingnan University in Hong Kong. She formerly taught for East Texas Baptist University and
Mississippi State University. And she was a Visiting Scholar at The University of Alabama.
Her major research interest is in the area of corporate and bank credit ratings.

Michael P. Ross recently graduated with a B.S. in Business Administration, with a con-
centration in Finance from Colorado State University. He is currently a law student in the
Colorado School of Law at the University of Colorado at Boulder.

Natalie Sutter is a graduate student in finance at the University of Oklahoma’s Michael F.
Price’s College of Business. She has a Bachelor of Business Administration with a major in
Economics, a Bachelor of Accountancy, and a Juris Doctorate from the University of Okla-
homa. She is licensed to practice law in the State of Oklahoma but is currently concentrating
on her graduate studies.

Chris Terry is honorary Associate Professor at the University of Technology, Sydney. His
PhD is from New York University. He has taught a range of subjects, including Capital
Markets, Public Finance and Microeconomics and co-written four textbooks in the areas
of Financial Markets, Microeconomic Policy and Microeconomics as well as contributing
many chapters to books in these fields. Chris held various administrative positions including
Head of the Economics Department, Head of School of Finance and Economics, Associate
Dean (Postgraduate Programs and Research).

Rowan Trayler is a Senior Lecturer in the School of Finance and Economics at the Uni-
versity of Technology, Sydney. Previously, worked for Barclays Bank Australia Ltd, where
he held several different positions including, Budget and Planning Manager, and was part
of the team that helped establish the new bank in Australia. Since joining the University
of Technology Rowan has been closely involved in the development of the postgraduate
Master of Business in Finance, lecturing at both the postgraduate and undergraduate level in
Banking and Finance.

Jorge L. Urrutia is a Professor of Finance at the School of Business of Loyola University
Chicago. He has more than fifty publications in academic journals, including the Journal of
Financial and Quantitative Analysis, Journal of Banking and Finance, Journal of Futures
Markets, Journal of Financial Services Research, and others. Professor Urrutia also has



About the authors xv

collaborated in several books. He is associate editor of the Latin American Business Review,
Journal of Multinational Financial Management, International Journal of Finance. He was
Vice President of Local Arrangements and Director of the Midwest Finance Association.
He is currently President Elected of the Business Association for Latin American Studies,
BALAS, and director in the North American Economics and Finance Association, NAEFA,
and the Multinational Finance Society. Professor Urrutia has taught Chile, Colombia, El
Salvador, Japan, and in China as a Fulbright Scholar.

Adrian van Rixtel is a Principal Economist in the Directorate Monetary Policy of the
European Central Bank. Previously, he held positions at the De Nederlandsche Bank
(Netherlands Central Bank) and private financial institutions both in London and Amsterdam.
Mr. van Rixtel took his PhD at the Tinbergen Institute, Free University Amsterdam, in
the Netherlands. He has extensive experience covering Asian economies, in particular the
Japanese economy, and held visiting scholar positions at the Bank of Japan and Ministry of
Finance. He has published a book on the Japanese banking crisis in 2002 with Cambridge
University Press (“Informality and Monetary Policy in Japan: The Political Economy of Bank
Performance”). His research on Japan has been published in various articles and books and
discussed in publications such as The Economist and Wall Street Journal.



1. INSIGHTS FROM A GLOBAL SURVEY ON BANK CAPITAL

BENTON E. GUP

1. INTRODUCTION

The 1988 Basel Capital Accord (Basel I) was widely accepted and applied around the
world. However, Basel I became outdated with respect to the risk management of large
complex financial organizations (LCFOs). J.P. Morgan Chase & Co. and Citigroup are
examples of LCFOs. Thus, the New Basel Capital Accord (Basel II) was introduced in
2001 to deal with LCFOs; and it is a work in progress that is expected to be imple-
mented at year-end 2006. This article provides insights from a survey of countries around
the world to determine 1) whether they applied Basel I, and 2) are they going to apply
Basel II?

The remainder of the article is divided into three parts. Part 2 provides an overview of the
Basel Committee on Banking Supervision, Basel I and Basel II. Part 3 presents the results of
the global survey. Part 4 provides the conclusions.

2. AN OVERVIEW OF THE BASEL COMMITTEE ON BANKING SUPERVISION

The Bank for International Settlements (BIS) was established in 1930 to deal with reparation
payments imposed on Germany by the Treaty of Versailles following the First World War.
Over time, the BIS’s activities changed, and now it concentrates “on cooperation among
central banks and, increasingly, other agencies in pursuit of monetary and financial stability.”1

There are 55 central banks that are members of the BIS.
Following failure of Bankhus I. D. Herstatt in Cologne, Germany, in 1974, the BIS

and banking regulators from the Group of 10 (G-10) countries established the Basel
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Committee on Banking Supervision.2 Currently the Basel Committee on Banking Supervi-
sion includes central bankers and regulators from Belgium, Canada, France, Germany, Italy,
Japan, Luxembourg, The Netherlands, Spain, Sweden, Switzerland, United Kingdom, and
the United States.

2.1. The 1988 Capital Accord

A cornerstone of the Basel Committee’s framework is the 1988 Capital Accord (Basel I)
which provided for a minimum capital requirement of 8% for internationally active banks in
order to 1) ensure an adequate level of capital and 2) competitive equality. Basel I focused
exclusively on credit risk.

The BIS reported that more than 100 countries apply the 1988 Basel Capital Accord
in their banking systems.3 However, the Basel Committee did not identify the countries.
The 8% capital requirement was an arbitrary number—it was not based on studies of the
economic capital needs of banks.

In the United States, the 8% Basel I capital requirements apply to all FDIC-insured banks,
and similar rules were applied to savings associations. In addition, under the Federal Deposit
Insurance Corporation Improvement Act of 1991 (FDICIA), a total risk-based capital ratio
of 8%–9.9% is considered “adequately capitalized,” while a ratio of 10% or more is “well-
capitalized.” Banks with less than 8% risk-based capital are “undercapitalized” and subject to
prompt correct action.

In the years that followed the 1988 Basel I Capital Accord, the U.S. experienced massive
bank failures in the late 1980s and early 1990s. During the 1980–1996 period, 133 of the
International Monetary Fund’s 181 member countries experienced significant banking sector
problems, including those countries that signed on to the Basel Accord.4 Large banks in Japan
began having problems beginning in 1990, and their problems had not been resolved by 2003.
In the late 1990s and early 2000s, there were financial crises in Southeast Asia, Russia, Turkey,
and Latin America where bank capital requirements may have had some impact. In the late
1990s, the Basel Committee on Banking Supervision began to focus on “financial stability
in the wave of economic integration and globalization.”5 Federal Reserve Governor Olson
(2003) identified “the expanded use of securitization and derivatives in secondary markets
and vastly improved risk management systems” as two specific areas of change. In addition,
regulatory capital arbitrage has undermined Basel I. LCFOs were of particular concern.6 All
of these factors suggest that changes in the capital requirements were needed, and they are
forthcoming.

Therefore it was not surprising that bank regulators found that the Basel I leverage ratio
was no longer an appropriate measure of a bank’s capital adequacy because of changes that
have occurred in the banking system. Federal Reserve Vice Chairman Ferguson (2003a)
said that “Basel I is too simplistic to adequately address the activities of our most complex
banking institutions.” He goes on to say “If we do not apply more risk-sensitive capital
requirements to these very large institutions, the usefulness of capital adequacy regulation
in constraining excessive risk-taking at these entities will continue to erode. Such erosion
would present U.S. bank supervisors with a highly undesirable choice. Either we would have
to accept the increased risk of instability in the banking system, or we would be forced
to adopt alternative—and more intrusive—approaches to the supervision and regulation of
these institutions.”
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2.2. The New Basel Capital Accord—Basel II

The New Basel Capital Accord (Basel II), proposed in January 2001, will replace Basel I when
it is implemented by year-end 2006. Basel II applies to holding companies (on a consolidated
basis) that are parents of banking groups; but insurance subsidiaries are excluded in some G
10 countries.7 While Basel I deals only with credit risk, Basel II incorporates market risk
and operational risk. As previously noted, Basel II targets LCFOs, and as such, it was “not
designed for banks in small unsophisticated developing countries.”8

In fact, it was not designed for many banks in developed countries either. In the United
States, a “bifurcated” regulatory capital framework is proposed.9 Only about 10 internation-
ally active “core banks” (and thrifts) with assets of $250 billion or more and/or cross-border
exposures of $10 billion or more will be required to comply with Basel II advanced inter-
nal ratings based (A-IRB) approach to credit risk and the advanced measurement approach
(AMA) approach to operational risk. The core banks will account for 99 percent of foreign
assets and two-thirds of all assets of domestic U.S. banking organization.10 They could include
U.S. subsidiaries of foreign banking organizations that meet the core bank standards.11

Other U.S. banks may opt-in (“opt-in-banks”) to Basel II using the A-IRB and AMA
approaches. However, the remaining 7,700+ “general banks” in the U.S. will continue to
use the Basel I capital standards.12

As shown in Table 1, the total risk-based capital ratio for U.S. banks is inversely related
to the size of banks. The smallest banks have the highest capital ratios, and the totals for all
banks exceed the Basel II capital requirements. The fact that the totals are high does not
mean that every bank is adequately capitalized. Table 1 also reveals that 83 banks with asset
greater than $10 billion account for 73% of the total assets of all 7,769 banks. Although not
shown in the table, the four largest banks ( JP Morgan Chase, Bank of America, Citibank,
and Wachovia) have total assets of $2.182 trillion, or 31% of total bank assets.13 Simply stated,
the banking system in the United States is highly concentrated in a few large banks.

3. GLOBAL SURVEY

The survey consisted of two questions:

1. Are banks in your country required to comply with the 1988 Basel Capital Accord’s 8%
risk-based capital?

2. What is your country’s position on adopting Basel II?

Table 1. Total Risk-Based Capital Ratios for U.S. Banks, 2003

All Assets Assets
commercial Assets Less Assets $1–10 Greater than
Banks than $100 Million $100 million–$1 billion billion $10 billion

Number of 7,769 3,911 3,434 341 83
Commercial Banks

Total Assets ($billions) $7,603.5 $200.7 $910.0 $947.3 $5,544.5
(% of Total) (100%) (2.6%) (12.0%) (12.5%) (72.9%)

Total risk-based 12.74 17.56 14.27 14.61 12.07
capital ratio

Source: Quarterly Banking Profile, Fourth Quarter, FDIC, 2003, Table III-A
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Table 2. 66 Responses Used in the Survey

Brunei
Albania Darussalam El Salvador Kazakhstan Mongolia Slovenia

Argentina Cameroon Estonia Korea Morocco South Africa
Algeria Cayman Islands Guinea Bissau Kuwait New Zealand Swaziland
Armenia Chile Guyana Lebanon Nicaragua Tajikistan
Aruba China Hong Kong Liechtenstein Norway Tavalu
Australia Columbia Hungary Lithuania Pakistan Thailand
Bahamas Comoros Iceland Macao Russia Trinidad and Tobago
Barbados Croatia Ireland Malawi Rwanda Turkey
Bermuda Cyprus Israel Mauritius Sao Tome Ukraine
Botswana Czech Rep. Jamaica Mexico Seychelles United Arab Emirates
Brazil Eastern Caribbean Jordan Moldova Singapore Venezuela

In order to get a global perspective, the survey was mailed in November 2003 to the
Permanent Missions of the 191 Member States of the United Nations.14 Excluded from the
survey were the previously mentioned 13 countries that served on the Basel Committee
on Supervision and 6 additional countries (Austria, Denmark, Finland, Greece, Ireland, and
Portugal) that are Member States of the European Union (EU). Members of the EU are
required to comply with the Basel I and II capital requirements.

Countries that applied for EU membership, or are considering joining it were included
in the survey. Also included in the survey are members of the European Economic Area
(EEA), such as Iceland and Norway, which must meet the same capital requirements of the
EU countries.

Because of the small number of responses to the mail survey, in January 2004 an e-mail
survey was sent to 117 central banks that were listed on the BIS website.15 Some cen-
tral banks represent a group of countries or states. For example, the Bank of Central
African States (Commission Bankcaire De L’Afrique Central) represents Cameroon (listed
in Table 2), Chad, Congo, Gabon, Guinea, and the Republic of Central Africa. Simi-
larly, the Eastern Caribbean (listed in Table 2) Central Bank represents Anguilla, Antigua
and Barbuda, Dominica, Grenada, Montserrat, St. Kitts and Nevis, St. Lucia, St. Vincent,
and the Grenadines. The Bank of Central African States is listed in Table 2 as Cameroon, and
the Eastern Caribbean Central Bank is listed as Eastern Caribbean. Therefore, the number
of responses understates the number of countries or states that are represented. For simplicity,
the terms respondents and countries will be used in the rest of the article.

By mid-April 2004, 66 responses had been recorded from the countries listed in
Table 2. The table reveals the global coverage of both large and small countries. The
responses of several other countries were not usable because they did not answer the
questions.

3.1. Answers to Question 1: Are banks in your country required to comply
with the 1988 Basel Capital Accord’s 8% risk-based capital?

All of the respondents reported that they had a minimum of 8% or more capital, and many did
not answer the question as asked. Thus, it is not clear if the 8% minimum was a result of their
needs and regulations, or if it was because of Basel I. As shown in Table 3, 28 respondents
have minimum capital requirements that exceed those of Basel I. The list includes both
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Table 3. Respondents with Capital Requirements More Than 8%

Gross Domestic Product, Capital
Respondent 2002 est. $ billions Requirement

Argentina $431 10%
Armenia $12 12%
Bahamas $5 8%+16

Bermuda $2 10%
Botswana $14 15%
Brazil $1,376 11%
Cayman Islands $1 8–15%
Columbia $252 9%
Comoros $0.4 10%
Cyprus $9 10%
El Salvador $29 12%
Estonia $16 10%
Jamaica $10 10%
Israel $117 9%
Jordan $23 12%
Malawi $7 10%
Mauritius $12 10%
Moldova $11.5 12%
Mongolia $5 10%
Nicaragua $11 10%
Russia $1,409 10–11%
Seychelles $1 12%
Singapore $112 12%
South Africa $428 8–10%
Tajikistan $9 12%
Thailand $446 8.5%
United Arab Emirates $54 10%
Venezuela $132 12%

Source: GDP data—The World Fact Book, Washington, D.C., Central Intelligence Agency,
2004, http://www.cia.gov/cia/publications/factbook/index.html

large and small countries as measured by their Gross Domestic Products. The most common
minimum capital ratio is 10%.

Although 10% may seem relatively high, the data shown in Table 1 revealed that the
average capital ratio for all U.S. banks was 12.74%. The capital ratio for the smaller U.S.
banks (less than $10 billion in assets) ranged from 14.61% to 17.56%. Comparable data were
not available to compute “actual” capital ratios for the respondents.

3.2. Answers to Question 2: What is your country’s position on adopting Basel II?

Some of the answers to Question 2 were a straightforward yes or no. But others required
judgment to determine how they should be classified. For example, New Zealand is rec-
ommending the adoption of the “Standardized approach,” so it was classified as a yes in
Table 4. Similarly, “We are fully committed to its implementation in Bermuda. However,
we are unlikely to be in a position to adopt it in 2006,” was counted as a yes. Tuvalu did
not adopt Basel I, it only has one bank, and their response was “there is no firm stance as to
whether we will adopt it or not.’ Tuvalu was classified as a “no.” The response from Armenia
said “the debate about possible introduction of Basel II is still in place and there is no final
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Table 4. Adoption of Basel II

Albania Brunei Darussalam El Salvador Kazakhstan Mongolia Slovenia
Yes Yes ?∗ Yes ?∗ Yes

Argentina Cameroon Estonia Korea Morocco South Africa
Yes ? Yes No answer Yes Yes

Algeria Cayman Islands Guinea Bissau Kuwait New Zealand Swaziland
? ?∗ Yes ? Yes Yes

Armenia Chile Guyana Lebanon Nicaragua Tajikistan
?∗ ? Yes ? ?∗ No

Aruba China Hong Kong Liechtenstein Norway Tavalu
? Yes Yes ? ? No

Australia Columbia Hungary Lithuania Pakistan Thailand
Yes Yes No answer Yes ? ?∗

Bahamas Comoros Iceland Macao Russia Trinidad and Tobago
Yes ?∗ Yes Yes Yes ?

Barbados Croatia Ireland Malawi Rwanda Turkey
? Yes Yes ?∗ No Yes

Bermuda Cyprus Israel Mauritius Sao Tome Ukraine
Yes Yes Yes ?∗ ? ?

Botswana Czech Rep. Jamaica Mexico Seychelles United Arab Emirates
Yes Yes ?∗ No answer ?∗ Yes

Brazil Eastern Caribbean Jordan Moldova Singapore Venezuela
Yes ? Yes ?∗ Yes ?

? = undecided; ?∗ = minimum capital requirement greater than 8%

conclusion...”and it was classified as “undecided,” and it is noted in Table 4 with a question
mark (?). If the answers were too vague to be interpreted, they were classified as undecided.
In several cases, the responses consisted of copies of bank regulations (in foreign languages)
or references to various web sites. In the case of Mexico, for example, the regulations that
were sent to me did not mention Basel I or II, so it was not included in the total number
of responses to Question 2. Hungary did not answer that question so it too was excluded.
Thus, judgment played a substantial role in determining if the responses were classified as
yes, no, or undecided. A total of 63 responses are shown in Table 4. Three (Hungary, Korea
and Mexico) did not answer the question.

With that disclaimer in mind, 33 of the 63 responses were classified as yes—they will adopt
Basel II in some form. For the most part, these included the larger countries and those that
are actively engaged in international trade. As previously noted, some of the countries that
said yes are in the process of joining the EU, or they are members of the EEA.

Three countries (Rwanda, Tajikistan, and Tavalu) said no.
Twenty seven respondents were classified as “undecided.” All are small countries. Twelve of

the undecided respondents have a minimum capital requirement of 8% or higher (reported
in Table 3), and they are designated in Table 4 with an asterisk (∗) next to the question
mark (?∗). One respondent said “In Armenia the debate about possible introduction of Basel
II is still in place and there is no final conclusion about the timing and etc. My personal
opinion that it is too complicated for Armenian Banks.” The Cayman Islands responded that
“We are still evaluating the adoption of Basel II, however we recognise that an international
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centre with branches and subsidiaries of international banks some changes to the current
approach must be expected.”

4. CONCLUSIONS

The 1988 Basel Capital Accord (Basel I) was a major step forward on the road toward the
harmonization of bank capital regulations. All 66 of the countries that responded to the
survey had 8% or higher minimum capital requirements. Basel II, however, appears to be a
bump in the road toward harmonization. In part, this is because the objectives of Basel I and
II differ. Basel I was concerned with credit risk, the level of capital, and competitive equality.
In contrast, Basel II is targeted at LCFOs, not small and medium size banks.

Thirty three of the respondents surveyed will use Basel II, and most of the remaining
respondents are undecided. The division closely follows country size. The larger countries
and those that are internationally active will apply it. The “undecided” group tends to be
smaller countries and many of them have capital requirements that exceed those of Basel
II. Therefore it is highly likely that some of these countries will use Basel II. Only three
respondents rejected it.

The most common criticisms by those considering Basel II are that it is too complicated,
and not suitable for banks in small unsophisticated developing countries. In addition, the
Norwegian Financial Services Association (2003) noted that Basel II has many areas “which
either prescribes or opens up for relatively wide national discretions. In many instances such
discretion may be used to apply more lenient rules, and thus have the potential to create
serious differences in competitive positions of national banking systems in the international
market place. The result may well be increased regulatory arbitrage.”

Recall that one of the goals of Basel I was “competitive equality.” Smaller size banks in
many of the countries surveyed have minimum capital requirements that meet or exceed
those of Basel II, and they are not really affected by it. However, the information presented
here suggests that Basel II may undermine that goal for medium and large size banks that
don’t opt-in to Basel II using the A-IRB and AMA approaches.16

ENDNOTES

1. “BIS History,” http://www.bis.org/about/history.htm.
2. For further information about Herstatt, see Gup (1998), Chapter 2.
3. “The New Basel Capital Accord: An Explanatory Note,” 2001; also see: The Basel Committee on Banking

Supervision, http://www.bis.org/bcbs/aboutbcbs.htm
4. Lindgren, et al., (1996). Also see Gup (1998; 1999).
5. “BIS History, 2003.
6. For further discussion of LCFOs, see Bliss 2002A and B; Herring, 2003; DeFerrari and Palmer, 2001.
7. “The New Basel Capital Accord,” Consultative Document, January 2001.
8. “Comments of the Caribbean Group of Bank Supervisors (CGSB) on the Third Consultative Paper on the

New Capital Accord,” (no date).
9. Advanced Notice of Public Rule Making, Risk Capital Guidelines, August 4, 2003.

10. Ferguson, 2003b.
11. Ferguson, 2003c.
12. Olsen, 2003.
13. Large Commercial Banks, Federal Reserve Statistical Release, December 31, 2003.
14. Permanent Mission to the United Nations, 2003.
15. See: http://www.bis.org/cbanks.htm
16. The Financial Stability Institute published the results of a survey on non-Basel committee member countries

(Implementation. . . . 2004). Their results also suggest that Basel II will be accepted, at least in part, over time
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2. THE EFFECTS OF BASEL II ON DEVELOPING COUNTRIES: A SUMMARY
OF A GLOBAL PUBLIC GOODS NETWORK EFORUM ON BASEL II

BENTON E. GUP

1. INTRODUCTION

During the May 26–June 14, 2004 period, Global Public Goods Network (gpgNet) held a dis-
cussion forum (eForum) on International Financial Stability—Basel II: Accord or Discord.1

Over 250 participants from around the world registered for the e-Forum, but relatively
few submitted comments or replies. This article summarizes some comments and provides
excerpts from others that were posted on the gpgNet web site for the eForum.2 They are
presented here in the order in which they were sent. No changes or corrections were made
in the comments that are quoted. The full-texts of all of the comments are available on that
same website.3

Several points suggested for debate included:

� What effects will Basel II have on developing countries?
� What measures could be introduced to reduce the potential negative effects, such as taking

the diversification of risk into account?
� Why have measures to curb its potential negative impact on developing countries not been

taken into account?

2. COMMENTS AND REPLIES

2.1. Mistakes in Basel Could Harm Developing Countries

The eForum began by asking participants to review a paper by Stephany Griffith-Jones,
who argues that Basel II would significantly overestimate the risk of international bank
lending to developing economies.4 This would lead to the increased cost of borrowing by
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those countries, and to a decline in loans to the developing world. Stephany Griffith-Jones
and Stephen Spratt go on to say that sophisticated international banks have diversified their
portfolios, but Basel II does not take this risk reducing factor into account.5

2.2. Insights from a Global Survey on Bank Capital

Insights from a Global Survey on Bank Capital, by Benton E. Gup, revealed that of the
66 countries that responded to the survey, all met or exceeded the 8% capital requirements
of Basel I.6 About half of the respondents would apply Basel II, and most of the remaining
countries were contemplating it. The fact that banks in many countries have excess regulatory
capital mitigates some of the effects of Basel II’s higher capital requirements for riskier loans.

2.3. Micro vs. Macro

Sunada Sen pointed out that Basel II is focused strictly on the micro-finance of banks; and
it ignores the macro-economic aspects of global capital flows.7

2.4. Procyclicality

Paul Bance presented a paper on “Prudential Supervision Against Banking Procyclicality:
A Critical Assessment of the Line of Defense of the Basel Committee.”8 He says that “The
New Basel Capital Accord may heighten the procyclical impact of the financial system
through its proposal for a risk-sensitive regulatory framework. The line of defense of the Basel
Committee for Banking Supervision relies on a strengthened supervision mix of public and
private discipline to carefully monitor banks’ positions and actions and to efficiently prevent
them from adopting imprudent behaviors. This essay argues that the impact of increasing
supervision on banks’ prudential behavior is not monotonic through the economic cycle
and may be counterproductive in some points of the cycle.”

2.5. Making a Fragile System More So

Avinash Persaud and Stephen Spratt argue that Basel II is too complex and places too much
emphasis on risk-sensitivity.9 “. . . the purpose of bank regulation is not to assess private risks:
this is the job of the banks and the markets. The purpose regulation is to consider where social
risks are different from private risks, and then to use regulatory capital to make those social
risks internal to the bank. If the failure of a particular bank would have no negative effects
on confidence in the financial system—if, for example, there would be no strong reason to
bail out that institution—then it is not clear why we would regulate it any differently than
we would regulate a non-financial corporate with concern for the health and safety of its
consumers and employees. We regulate banks further because we are worried about their
spill-over risks. Sensitivity to private risks is a red-herring. Of course, it is what big banks
would like regulators to worry about, because then regulatory capital will be aligned to
their narrow risks. Instead regulatory capital should focus on the difference between internal
assessments of risk and the regulators’ assessment of the wider social risks.”

They conclude by saying that “Basle’s prescriptions are at the root of its enormous com-
plexity. Complexity is the avenue of capture. Faced with over 200 pages of complex rules and
exceptions, the supervisors will be more easily manipulated, the consultants will be happily
employed and the big banks will pick off smaller banks straining under the financial costs of
implementation.”
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2.6. Benefits of International Diversification

Djamester Simarmata addressed the issue of international diversification10. “. . . we need more
information in order to shed more lights on the problem of financial flows to developing
countries from international banks. The problems are related to the following issues:

1) The procyclicality of the credits to the developing countries. At the boom times, the
credit will be abundants, but it will be scarce at the recessionary periods, where the needs
were really mounting to push the economic growth.

2) The price of commodities in developing countries follows the boom and bust cycles,
where the bust cycles were generally longer than the boom cycles. We need more infor-
mation on the periods of these cycles between commodities and between countries. By
common sence we could concludes that the bust cycles will be in line with the recessionary
periods in the developed countries.

3) How could we adjust the simultaneity of those cycles to help the economic growth of the
developing countries. Here comes the problem of procyclicalities of credits to the fore
again.

4) How could we manage the diversification issues in relation to the above issues on boom-
bust of commodity prices, procyclicalities, and so on.”

“By regading the previous published risks by the BIS for several countries, the new Basel-II
could give way to the reduction of risks, so that it could reduce the necessary loss provision.
In that publication, it was shown for the year 2001 by the BCBS publication that the risks
in Indonesia was leading to CAR (minimum capital requirements) of 12 percent, while that
for Malaysia was only 4 percent. The Malaysian case show that if the internal situation were
conducive, the risks were low, leading to a required CAR of less than Basel-I one-size-fit
all of 8 percent. From this point, there could be an incentive for developing countries to
manage their economy well following the Basel—II criteria leading to a low CAR.”

2.7. Strengthening Asia’s Financial System

Amador Honrado, Jr. presented the Asian Bankers’ Association position paper on Strength-
ening Asia’s Financial Systems.”11 “1. The Asian Bankers’ Association (ABA) notes that
recent developments, including significant declines in asset prices, the emergence of major
corporate governance failures, renewed financial troubles in emerging markets and lingering
concerns about security have generated an atmosphere of considerable uncertainty, aggra-
vating the current economic weakness in key markets and threatening to delay the process
of recovery in most Asian economies from the effects of the 1997–98 financial crisis.

2. We see the need for urgent action by individual governments and more active coopera-
tion within bodies such as the Asia-Pacific Economic Cooperation (APEC) forum to restore
investor confidence in key markets while accelerating the resolution of bad debt problems and
further strengthening Asia’s financial systems against risks of recurrent crisis and contagion.”

. . . “In the light of this situation, we see even greater urgency for the full implementation
of measures we have recommended in the past to APEC Economic Leaders and Finance
Ministers, multilateral financial institutions, and financial authorities . . . We reiterate our call
for cooperative measures to assist bank supervisory authorities in preparing to implement the
new Basel Capital Accord.”
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2.8. Differing Goals

Frank Sammeth stated that “The problem is in fact complex because development policies
and banking on the one hand, and macroeconomic aspects of growth and microeconomic
particularities of capital flow and financial markets seem to collide.12

On the one side there is the urgent need of capital for development and on the other side
the private banking system which is interested in lowering the risks of any credits given.

The main two questions are: does the BCA negatively affect capital flow to countries in
need of capital for growth, and if so what can be done to reduce those effects?

Before you can answer the second question you have of course to agree on the first one.
The key is the method risk—assessing and—management which can differ whether you

represent the interests of a private bank or of a development organisation, because the
perspective is different: creditors look at the projects themselves and its chances of success
under the aspect of risk, while international organisations have to include socio-economic,
political, ethical and other aspects according to their mission. The result can be that a NGO
or IO approves a project because of its long-term positive impact and sustainable effect on
an aspect of development while a private investor may disapprove because he settles the risks
to high and prefers to give not the credit.”

. . . “What are the different interests of the agents? Governments want to encourage private
banks to lend to developing countries in order to relax national budgets affected by high
unemployment and low growth rates. Banks want to minimize their risks, and of course
make profit. Developing countries and agents or institutions in development cooperation
are in need of capital and defend the long—run and global perspective of growth, including
qualitative aspects you see rarely in monetaristic or specific approaches.

The solution is a risk-calculation method which satisfies them all: governments, by being
supported by private banks concerning the overall capital flow to developing countries; the
banks who are sure they are running low risks and the development agents who get more
funds.

So, finally, does Basel II go into that direction? I think yes, because it offers a common
approach applicable to all agents, making internal or other ratings less crucial for decision
making. Secondly, if all banks implement Basel II, their practice will converge and will be
more predictable.”

2.9. Normal Times vs Crises

Ashima Goyal wrote that “In lending to emerging market economies we need to distinguish
between risk in normal times and that in times of crises.13 In normal times risk is low,
and portfolio diversification works to lower it further. Moreover the productivity of such
lending is high. The problem with sophisticated Var models is that they would overstate risk
in such times, but cannot cover the sharp rise in systemic risk in times of crises. Systemic risk
at such times is aggravated by herd behaviour which punishes countries for circumstances
they are not wholly responsible for. Therefore individual or micro risk cover can never be
sufficient. Some macro intervention linked to a new international financial architecture has
to be designed to supplement Basel II.

Second we need to distinguish between sophisticated banks which will be able to lower
risk cover and gain a competitive advantage over the others. The latter are largely small
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banks in emerging market economies. Since these tend to be tightly regulated by central
banks, and are a major source of the portfolio diversifying type of credit to the small firm
or farmer, there is a rationale for lowering their capital adequacy requirement while giving
them incentives to graduate to higher levels of sophistication. If Basel II increases their capital
requirement it would be inefficient as well as inequitable.”

2.10. Adjusting Capital for Diversification

Stephen Spratt & Stephany Griffith-Jones responded to a question about correction factor
for the Capital Accord that would take diversification into account.14 “One such mechanism
has been proposed by the Spanish bank BBVA.

In A practical proposal for improving diversification treatment in Basel 2 the authors define
a “correction factor” which measures the error made when using a single factor model—
such as that envisaged in Basle 2—when in fact there are two (or three) factors affecting
diversification of the portfolio. These factors could be geographical areas (emerging vs. non
emerging economies), industrial activities or a combination of the two. The correction factor
is defined as the ratio between the capital calculated with the two (or three factor model) and
the capital obtained with the single factor model. The paper then develops a diversification
index to measure the degree of diversification in a portfolio (a diversification index of 35%
indicates maximum diversification and 100% indicates maximum concentration), and the
authors demonstrate a clear relationship between the correction factor and the diversification
index. In a situation of no diversification the discrepancy between the one-factor model (to
be used in the Basel 2 and which does not take account of the benefits of diversification)
and the two and three factor models is zero: they produce the same result as there is no
diversification to take into account. However, as the level of diversification increases so
does the discrepancy between the Basel 2 one-factor model and the more sophisticated two
and three factor models: as diversification increases the Basel 2 one-factor model becomes
increasingly inaccurate in its overestimation of the capital required.

In practical terms, the maximum capital savings for broad diversification in the BBVA
empirical work (for both the two and three factor models) range from 16% to 21%. It is
interesting that these figures coincide with our own simulated calculations, suggesting that
something beyond a particular case is being captured here. In short, if a one risk factor model
is used as in Basel 2, it would require capital requirements to be higher than the two and
three factor models by between 16% and 21%, which can be seen as a proxy for the failure
to take account of international diversification.

BBVA propose a simple practical adjustment mechanism that enables the introduction of
the benefits of international diversification into Pillar1. The mechanism proposed consists
of using the correction coefficient so that regulatory capital is defined from the one factor
model currently proposed multiplied by this coefficient,

Capital adjusted for diversification = Capital defined by the one factor model
× Correction coefficient

That is, a fully diversified bank would multiply their total regulatory capital by a coefficient
to correct for diversification. In the BBVA study this would be 0.79 for the three factor model
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and 0.84 for the two factor. Our own simulations would suggest a correction coefficient in
the range of 0.77 to 0.80.

Much in the Accord decreases the incentives for international banks to lend to developing
countries. This proposal would offset that to some extent: banks that are already diversified
would face less of an incentive to withdraw from developing country lending, whilst those
that are not currently engaged in such lending would face lower obstacles to becoming so.

2.11. Globalization of Financial Markets Is The Key

Jose Joaquin Morte Molina said that “One must admit, however, that many of the concerns
this forum have underlined are already occurring in the banking industry.15 Deutsche Banks,
one of the leading international banks, has been systematically shrinking its loan portfolio
at the same time that trading and investment assets account for the biggest part of its total
assets. In fact, due to capital requirements, the bank has been shifting business from traditional
banking to investment banking with negative consequences not only for emerging markets
but for the SME sector . . . in Germany!!!

My message today will be that while the biggest players are already engaged in a process
about how to do business in banking, it is important to analyze more broadly how financial
systems currently develops, both at national and at international level.”

. . . “In all, if the market approach is to be the result of the new Basel II accord, globalization
of financial markets is the key. Admittedly, with globalization, financial markets become
more complex. But to reinforce financial stability we have to consider the increasing overlap
and interaction between banks and securities markets, and between both of them and the
insurance sector.”

3. CONCLUDING COMMENTS

The principal intent of Basel II was to enhance the risk management systems of Large
Complex Financial Organizations (LCFOs) such as Citigroup, Deutsche Bank, and ABN
Amro. By definition, LCFOs are internationally active, and their actions may affect some
developing countries. However, the Basel Committee did not address the needs of developing
countries. Nevertheless, Basel II will have a direct impact on those countries that adopt it and
an indirect impact on the other countries. The comments presented here addressed issues
that the Basel Committee should consider as Basel II evolves over time.

ENDNOTES

1. For further information about the gpgNet, see:
http://www.sdnp.undp.org/gpgn/about.php. The gpgNet is hosted by the Office of Development Studies in
the United Nations Development Programme (UNDP). However the contents of this website do not, in any
way, reflect the views of UNDP, or the views of any of the Member States of the United Nations (UN).
The “global public goods” concept is an emerging one, and gpgNet places it in the public domain for wider
consultation, study and debate.

2. The gpgNet web site for the eForum is: http://groups.undp.org/read/?forum=gpgnet-basel
3. The dates shown below are the dates that the messages were listed on the website. Also see:

http://www.sdnp.undp.org/gpgn/index.php
4. Stephany Griffith-Jones, Research Fellow and Professor at the Institute of Development Studies, Institute

of Development Studies, University of Sussex, Brighton, UK; May 27, 2004, http://www.ids.ac.uk/ids/
news/Archive/Baselmistakes.html

5. Stephany Griffith-Jones and Stephen Spratt (Head of Research, Intelligence Capital), May 27, 2004.
6. Benton E. Gup, University of Alabama, USA; May 27, 2004.



2. The effects of basel II on developing countries 15

7. Sunada Sen, Academy of Third World Studies, Jamia Millia, New Delhi, India, May 27, 2004.
8. Paul Bance, Department of Economics, European University Institute, Florence, Italy May 28, 2004.
9. Avinash Persaud, Investment Director, GAM London Ltd, UK Stephen Spratt, Head of Research, Intelligence

Capital, May 26, 2004.
10. Djamester Simarmata, Faculty of Economics University of Indonesia, Jakarta, May 28, 2004.
11. Amador Honrado, Jr., Assistant Deputy Secretary, Asian Bankers Association, May 28, 2004.
12. Frank Sammeth, Paris, France, June 10, 2004.
13. Ashima Goyal, Professor, Indira Gandhi Institute of Development Research Mumbai, India, June 11, 2004.
14. Stephen Spratt & Stephany Griffith-Jones, June 14, 2004. —————————————–
15. Jose Joaquin Morte Molina, Council of Europe Development Bank Paris, June 14, 2004.



3. CAPITAL GAMES

BENTON E. GUP

1. INTRODUCTION

Michael Moscow (1996), President of the Federal Reserve Bank of Chicago, said that there
are two approaches to regulation: the command and control approach, and the incentive compatible
approach. Under the command and control approach, regulators tell banks what they can do—
such as capital requirements—and what they cannot do. He goes on to point out some of
the problems with the command and control approach. First, there is informational asymmetry,
where regulations cannot be enforced if they require credible information about the firm that
is not readily available or is overly costly to obtain. A second problem is the law of unintended
consequences by the regulated firms. Stated otherwise, the regulations may induce unintended
behavior among the regulated firms that the regulators did not want. The third problem
is implementation, which means that the rules may be overly restrictive. Collectively, these
problems may result in banks seeking activities that have low regulatory capital requirements
and high risks and expected returns, and discourage them from activities that have high
capital requirements and lower expected returns. Accordingly, lower risk businesses will tend
to move away from the banking sector.1

The incentive compatible approach provides guidelines and principles that can be used to
achieve the desired goals.

Moscow (1996) goes on to say that because of the problems associated with command
and control, regulations are evolving toward an incentive compatible approach where that
attempts align the incentives of the firm’s owners with certain social goal. The 1988 Basel
Accord is an example of the command and control approach with one standard—an 8%
capital requirement applying to all banks. The New Basel Capital Accord (e.g., Basel II)
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contains elements of both command and control and the incentive compatible approaches.
It too requires 8% capital, but it also provides alternative means for computing the required
capital. Nevertheless, because Basel II is both complex and costly to implement one would
expect both unintended consequences and implementation problems to emerge.

Some of the problems are associated with the complexity that comes about as a result
of Basel II’s increased emphasis on risk management processes. Comptroller of the Cur-
rency John D. Hawke Jr. (February 27, 2003) stated that Basel II is a proposal “of immense
complexity—greater complexity, in my view, than is reasonably needed to implement sen-
sible capital regulation.” Hawke (March 3, 2003) went on to say that the hundreds of pages
of rules were “not written for bankers—or for that matter, by or for conventional bank
examiners. They’re written for mathematicians and economists—‘quants.’” The complexity
has costs, “for if legislators, customers, and market participants cannot penetrate the rules,
can we expect them nonetheless to love and respect them?”

Hawke (February 27, 2003) went on to say that banks complying with Basel II will have
lower capital requirements than smaller “non-Basel” banks which will put the smaller banks
at a competitive disadvantage. In fact, a study by French (2003) shows that during most of a
typical economic cycle, the risk-based capital requirements for Basel II banks will fall below
that required under the Prompt Corrective Action (PCA) guidelines.

The cost for implementing Basel II ranges from an estimated $10 million for small banks
to $150 or more for large banks.2 In addition, there will be ongoing costs for maintaining
the systems.

Given the arguments about regulatory structures, complexity, and costs, this article exam-
ines how some banks and governments evade the capital regulations when it is in their best
interest to do so. Stated otherwise, some banks engage in regulatory arbitrage, or as it is called
here, capital games. This article describes capital games under both the 1988 Capital Accord,
and Basel II. Basel II will required for only about 10 large banks in the U.S, and most of the
remaining 7,800+ banks will continue to use the 1988 Capital Accord standards.

2. CAPITAL REQUIRED FOR A LOAN

An FDIC study by Burhouse, et al. (2003) explained how the capital standards have changed
over time. The amount of capital required for a $100 commercial loan made prior to 1982
was judgmental—there was no set percentage required. Under the 1988 Basel Accord, the
required capital the $100 loan was $8. Under the Basel II Advanced Internal Rating Based
(IRB) approach, the required amount of capital can range from $0.37 to $41.65 depending
on the borrower’s credit rating, maturity of the loan, the probability of default (PD) reflecting
the borrower’s financial strength, the loss given default (LGD) indicating the severity of the
loss, and other factors.

It follows that banks will avoid holding loans that require them to hold excessive capital.
Alternatively, banks are creative, and they will structure loans in ways that will reduce capital
charges. For example, a bank may issue a 364-day revolving commercial loan with the option
to renew it. Such a loan has a 4% capital requirement because the maturity is less than one year.
This loan structure is preferable to the alternative of issuing a 2-year revolving commercial
loan that has an 8% capital requirement.

Another choice is for banks to calculate or adjust the PD and LGD to meet their needs. It is
important to recognize that two or more banks may evaluate the same loan differently. A Basel
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Table 1. Example of Expected Loss (EL)

EL = PD × LGD

1% (Loan 1) 5% 20%
1% (Loan 2) 2% 50%

Committee Discussion Paper—Range of Practice in Banks’ Internal Rating Systems (2002)
found that banks consider similar types of risk factors when evaluating loans and assigning
ratings. Examples of the factors include the borrower’s balance sheet, income statement, and
cash flow. The Discussion Paper found that “. . . the relative importance of these factors and
the mix between quantitative and qualitative considerations differed between banks surveyed,
and in some cases, between different borrower types within the same bank.” These and other
factors affect the PD and LGD that each bank determines on its own. By way of illustration
of the impact of such differences, consider a portfolio consisting of two loans of $1 million
each, with the same repayment terms. As shown in equation 1, the expected loss (EL) on
the portfolio is equal to PD × LGD. Suppose that one loan has a PD of 5% and the other
has a PD of 2% (see Table 1). The PD for a loan can be based on credit ratings and models,
such as those provided by Moody’s and KMV, and assumptions about recovery rates and
the distribution of the recovery rates. UBS (February 2003) observed that the guidelines
for bankers to use when determining are to ensure that they have a “conservative bias”
when considering risk. However, conservatism is not something that is easily assessed and
compared, especially when the data are sparse. Kealhofer (2003), managing director of KMV
Corporation, argues that their model is better a picking credit defaults than agency ratings.
Accordingly, a loan can have different PDs depending on the methods and assumptions used
to obtain it.

Similarly, the LGD can be based on different models and assumptions about the recovery
rate and the distribution of the recovery rate.

Given this background, suppose that there are two $1 million loans, loan 1 and loan 2
with different degrees of risk (PD). If we allocate an LGD of 20% to the first loan and 50%
to the second loan, then both will have the same EL of 1%.

Expected loss = probability of default × the loss given default

EL = PD × LGD (1)

The capital charge is determined by multiplying the amount that is expected to be out-
standing at the time of default, known as EAD, by 8%. Thus, both $1 million loans have the
same capital charge ($1 million × 1% = $10,000.00), although their risks are substantially
different. Change the models used to obtain the PDs and the other factors, and the capital
charges change as well. It is likely that banks will opt for those models that provide the
greatest accuracy, but not the highest capital charges.3

A related issue is that the previous discussion implicitly assumed that we were dealing
with loans and model in the United States. Katrina Sherrerd (1998) said “Credit analysis for
non-U.S. debt securities is a different kettle of fish from the kind of analysis that suffices for
U.S. debt. As fixed-income portfolio managers around the world increase their investment
in non-U.S. debt, they face different legal standards and reporting requirements, sometimes
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a scarcity of information, and political risk concerns that simply do not exist for the debt
of the U.S. government, U.S. agencies, or companies domiciled in the U.S.” Although this
statement was written for investment managers, it also applies to banks. Thus, even greater
opportunities for regulatory arbitrage may exist in some foreign countries.

Karen Shaw Petrou (2003) argues that the capital treatment of Small- and Medium-Sized
Enterprises (SMEs) is an arbitrage problem. SMEs are defined as firms with annual revenues
up to $50 million, far larger than small and medium size firms are defined in the U.S. Under
Basel II, they are treated the same as loans to individuals (i.e., retail credit) which has a far
lower capital charge than large companies. However, they are riskier than large companies,
in part, because they cannot be tracked by external credit rating agencies. Petrou (2003)
states that banks in Europe can “arbitrage this low regulatory capital against other lenders
who must set aside appropriate economic capital.” The favorable treatment for SMEs came
about when German Chancellor Schroeder threatened to take Germany out of the Basel
negotiations unless this special capital charge was included. Germany does not have U.S. style
government agencies to support small and medium sized enterprises.

Finally, there is a competitive equality problem in the application of Basel II. The Advanced
Internal Rating Based (A-IRB) when it is adopted will only be required for about ten of the
largest U.S. banks, although others may chose to adopt it because of ratings pressure, and for
other reasons.4 Stated otherwise, the major league banks use the A-IRB capital standards,
and other banks have the choice of being in the major or minor league. The minor league
banks will continue to use the Basel I standards.

Some regional banks that this will put them at a competitive disadvantage because they
will have higher regulatory capital charges on residential mortgages, certain retail credits, and
loans to small businesses than the A-IRB banks.

3. DEBT FOR EQUITY

Selling common stock is the most expensive way to increase bank capital, and it may dilute the
existing shareholders’ equity. An alternative is to issue trust preferred securities which have
the advantage of increasing capital and the return on equity (ROE) because of the increased
financial leverage.5 Additionally, they are treated as debt of the issuer for tax purposes, and
as equity for bank regulatory purposes.

3.1. Trust Preferred Securities

More than 750 bank holding companies of all sizes have issued $76 billion in trust preferred
stock that provides a tax advantage and counts up to 25% toward their Tier 1 capital subject
to the approval of the Federal Reserve.6 Trust preferred stock also can be used in Tier 2
capital. Trust preferred stocks are traded under a variety of acronyms such as TOPRS (Trust
Originated Preferred Shares), QUIPS (Quarterly Income Preferred Shares, Pooled Trust
Preferred Certificates), and Hybrid Preferred Securities.7 Trust preferred securities should
not be confused with adjustable rate preferred stock (ARPS) or money market preferred
stock (MMPS) that are subject to a 15% limit in being counted toward Tier 1 capital for state
banks.8

Typically, the bank holding company (BHC) organizes a “trust” or special purpose entity
(SPE) that is a non-taxpaying subsidiary, such as those listed in Table 2. SPEs also are referred
to as “Special Purpose Vehicles,” (SPV) and “Variable Interest Entities (VIE). The trust
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Table 2. Issuers of Selected Trust/Hybrid
Preferred Securities

ABN Amro Capital Funding Trust VI
Citigroup Capital X
FleetBoston Capital Trust IX
JP Morgan Chase Capital XI
Morgan Stanley Capital Trust V
Wells Fargo Capital Trust III

Source: Schwab Bond Source—Taxable Offering,
various issues, 2003.

issues two classes of stock—common and preferred shares. The BHC purchases 100% of
the common stock, and outside investors buy the trust preferred stock. The common stock
typically represents 3% of the total equity in the SPE. More will be said about SPEs shortly.

The proceeds from the sale of the preferred shares are lent to the bank holding company
in exchange for the subordinated debt that is held by the trust. The payment terms of
the subordinated debt are identical to the payment terms for the preferred shares. The
subordinated debt is the sole asset of the trust, and it is subordinated to all other debts of the
bank holding company—it is “deeply subordinated.”

The interest payments on the debt are funded with before-tax dollars, and are used to
fund the dividends on the preferred stock. The trust preferred securities have a fixed interest
rate, are noncallable for a minimum of five years after issuance. The entire principal of the
debentures is due at maturity. Payments of interest may be deferred for up to five years
(20 consecutive quarters).

Under generally accepted accounting principles (GAAP) rules, because the BHC owns
100% of the common stock in the SPE, the subordinated debt is eliminated as inter-company
debt on the bank holding company’s consolidated financial statements. Thus, the preferred
dividends are treated as a tax-deductible expense by the bank holding company as long as
the dividends are cumulative.

The trust preferred stock is treated as a minority interest in the bank holding company.
The preferred stockholders may have no voting rights or limited voting rights. Although
trust preferred securities are treated as debt for tax purposes, they are not treated as debt
for financial reporting and debt-rating purposes. In that regard, they are considered in the
“mezzanine” section of the balance sheet between debt and equity.9

In order to be eligible for Tier 1 capital, the dividend distributions to shareholders of the
trust preferred securities must be cumulative for a minimum of five consecutive years.10 If
dividends have not been paid within that time, the preferred shares can be exchanged for
junior subordinated debt of the trust, and the investors could declare an event of default against
the holding company. However, the claims of the preferred stock holders are subordinated
to all of the holding company’s existing indebtedness and general obligations.11 The trust
preferred securities must have a maturity of 30 years or more, and the issuer may not redeem
them for at least five years in order to qualify as Tier 1 capital. Individual banks are not
permitted to count trust preferred securities as part of their Tier 1 capital because of their
cumulative dividend feature.

By using trust preferred securities, bank holding companies convert debt to an equity
investment that adds to their Tier 1 capital. In addition, they can use trust preferred
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securities to retire more expensive debt, to fund acquisitions, and for common stock buyback
programs.

Many small banks issue trust preferred securities which are then securitized and sold to
other small banks. Because banks are not allowed to have reciprocal cross-holdings of capital,
the banks invest in investment pools of other small banks. They find the yields on the
trust preferred securities attractive in their investment portfolios, and some of them have
investment grade ratings. The bottom line is that the capital being raised by banks is from
other banks in the system that are taking advantage of taxes and capital rules to boost their
capital and improve their investment yields. Interestingly, small banks on average have excess
capital ratios. The average capital/asset ratios in 2002 4th Quarter for banks with assets of less
$100 million was 17%, and for banks in the $100 million–$10 billion range was 14.3%.12

The OCC has cautioned banks that buy trust preferred securities that there is substantial
risk associated with them.13 Unlike federal funds that are sold by banks, trust preferred
securities are not obligations of a bank. They are issued by subsidiaries of bank holding
companies and are deeply subordinated debt. Banks that have not documented their holdings
of unrated trust preferred securities are the equivalent of investment grade are in violation
of 12 CFR 1.

4. SECURITIZATION

Securitization is a form of structured financing that is used to mitigate the portfolio risk of
a concentrated exposure by transferring that risk from a bank to outside investors who are
willing to take on the risk.14 The securitized cash flows are sold to investors under a variety
of names, including but not limited to collateralized debt obligations (CDOs), collateralized
mortgage obligations (CMOs), mortgage backed securities (MBS), planned amortization
classes (PACs), interest-only (IOs) and principal-only (POs) strips. Only securitization in the
United States is discussed here. Laws and rules concerning securitization in other countries
may differ.

4.1. Benefits

The benefits of securitization include mitigating risk, reduced regulatory capital charges,
obtaining lower cost financing, and improving their financial ratios. Richard Spillenkothen
(1999), Director of the Division of Banking Supervision and Regulation at the Board of
Governors of Federal Reserve System, argues that it is good that financial institutions have
become more efficient in identifying and transferring risk to investors who are willing to
accept them. However, this process has permitted banks to “cherry pick” the lowest risk
assets and securitizes them, “thereby reducing their capital requirements far more than they
reduce their remaining risks.” Despite these benefits, the Basel Committee on Banking
Supervision Consultative Document on Asset Securitisation (2001) notes that securitization
has the potential of increasing the overall risk profile of the bank if it is not carried out in
a prudent manner. Ambrose, LaCour-Little, and Sanders (2003) find that the banks tend to
retain the riskier loans and securitize the better quality loans.

4.2. Structure

Banks pool bank loans, credit card receivables, and commercial and residential mortgages,
and then sell them to a special purpose vehicle (SPV). The sale of loans must be a “true sale,”
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in contrast to a collateralized borrowing arrangement. The sale removes the loans from the
bank’s balance sheet. Thus, one use of securitization is to isolate legal liability and ownership.
Nevertheless, the selling bank may still have a high-risk residual interest in the underlying
assets.15 Part of that risk may be what is called “implicit recourse” that also is known as
“moral recourse,” that is discussed below.

4.2.1. Retained Interests

Examples of retained interests include cash collateral accounts, early amortization provisions,
over-collateralization, and servicing rights.16 In cash collateral accounts, the bank deposits
funds with a trustee to be used if the proceeds from the collateralized loans are not sufficient to
make payments. Early amortization occurs if there is a negative event, then all payments from
loans are applied to the most senior securities. A negative event could be the insolvency of the
banks or a downgrading of the banks CAMELS rating by regulators.17 Over-collateralization
refers to the bank transferring 5–10% more loans to the SPE than it is required to hold,
depending on the degree of risk of those loans.

To illustrate how retained interest might be a problem, suppose that a bank holds a $100
loan that has an 8% (i.e. $8) capital requirement. When the loan is sold, the bank no longer
requires the $8 capital. The bank also books a retained interest of $20 “gain on the sale.”
Because of the retained interest, the bank is exposed to a downward valuation of the loan due
to inaccurate assumptions or changes in market conditions, as well as overstating its earnings.
Further suppose the value of the retained interest falls to $10. The remaining capital may not
cover the entire loss.

An OCC Bulletin (December 14, 1999) said “During recent examinations, our examin-
ers have noted an unacceptable number of national banks with risk management systems or
internal control infrastructures insufficient to support the institution’s securitization activities.
Particularly disturbing is the number of cases where the valuation of retained interests on a
bank’s balance sheet have not been in compliance with the standards prescribed instatement
of Financial Accounting Standard No. 125, ‘Accounting for Transfers and Servicing of Finan-
cial Assets and Extinguishments of Liabilities.’ In addition, several banks have inaccurately
reported their risk-based capital by failing to appropriately account for recourse obligations
arising from securitization activities.”

As previously mentioned, some banks also have implicit recourse that arises when an insti-
tution provides post-sale support to a securitization in excess of the contractual obligation.18

Implicit recourse can be used in connection with revolving securitizations, such as those used
for credit cards and home equity lines of credit. These securitizations may provide that when
certain performance criteria reach specific levels, no new receivables can be sold into the
securitization, and the principal on the bonds will begin to payout (i.e. early amortization).
Once early amortization occurs, the bank could have difficulties using securitization as a
continuing source of funds.

By providing implicit recourse, the bank is signaling the market that it still holds some of
the risks associated with securitization. When banking supervisors detect implicit recourse,
they may require the bank to bring “back on the balance sheet” all of the assets in question
for risk-based capital purposes. In other words, they must increase their capital ratios—which
defeats one of the purposes of securitization.
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4.2.2. Special Purpose Entities (SPEs)

SPEs (also known as variable interest entities (VIEs) do not have to be consolidated on a
bank’s balance sheets as long as outside investors contribute 97% of the capital, most of which
is non-recourse debt. Under previous accounting rules, at least 3% equity risk capital has
to come from independent investors in order to keep the partnerships’ financial statements
off the bank’s books. The accounting rules changed in 2003 and now 10% equity capital is
required.19 Nevertheless, the stakeholder who holds most of the SPEs risks or rewards, must
consolidate the SPE on its balance sheet, with some exceptions.20

Securitized assets can have their credit enhanced by the originators or third parties through
overcollateralization, early amortization, letters of credit, surety bonds, guarantees from insur-
ance companies, and by other means. The originating banks may negotiate with rating agen-
cies to determine what credit enhancements are necessary to get a particular rating. This is
important because some regulated investors, such as insurance companies and pension plans,
cannot invest in securities that do not have an investment grade rating.

The credit enhancements also protect the investors in the event of defaults on the under-
lying loans. For all practical purposes, the credit enhancements and residual interests provide
the equivalent of “economic capital” for securitized assets.21

The amount of economic capital depends on the quality of the loans being securitized,
and what happens to those loans. For example, collateralized debt obligations (CDOs) can
be divided into three or more levels of risk or tranches. The lowest level of risk takes absorbs
the first losses, and if there are sufficient losses, they impinge on the next level of risk. It does
not take many losses in a pool of 100 companies to wipe out the lowest tranche. The poor
level of economic activity in recent years has resulted in large-scale downgrading of credit
ratings and widespread bond defaults in early 2003, amounting to $160 billion worldwide.22

Thus, the value of the economic capital has been undermined.
The SPEs use investment bankers or underwriters to sell the securitized assets to outside

investors. However, some banks sell mortgage loans directly into the secondary market to
the Federal National Mortgage Association, Federal Home Loan Mortgage Corporation, the
Federal Home Loan Banks, and to private sector issuers (e.g. Prudential, General Electric
Capital) and investors. The frequently retain the right to service the mortgage loans. An
Interagency Advisory on Mortgage Banking (2003) states that there are risks associated with
servicing mortgage loans. The mortgage-servicing assets (MSA) can become impaired when
interest rates fall and the loans are prepaid. The impairment can cause earnings volatility
and the erosion of capital. The Advisory goes on to talk about the valuation and hedging of
MSAs.

5. COVERED BONDS

Covered bonds, issued mostly by financial institutions in the European Union, are full
recourse bonds that are secured by a pool of assets, such residential and commercial mort-
gage loans or public sector loans, which remain on the issuing lending institution’s balance
sheet.23 Some covered bonds are “structured.” Moody’s defines structured covered bonds as
a covered bond where securitization techniques have been used to enhance its credit rating,
or a secured bond issued against a pool of assets in a jurisdiction where there is no law dealing
with covered bonds.24
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Covered bonds are also known as “asset covered securities” (ACS) in France and Ireland,
Cedulas Hipotecarias in Spain, and Pfandbriefe in Germany. The overcollateralized, high
quality, low risk assets back the bonds throughout their life. They are usually issued by
specialized lenders.

The collateral behind the bonds is expected to have relatively low risks with respect to
credit, interest, and foreign exchange. In addition, in many cases the new collateral of similar
quality may be substituted for the original collateral.

What is unique about covered bonds is that the EU standards allow banks that invest in
these bonds to have a 10% risk-based capital charge, which is less than the 20% capital charge
for investing in other high quality asset backed securities.25

6. RESTRUCTURING NONPERFORMING/DEFAULTED LOANS

There are many conventions for classifying nonperforming loans and provisioning for loan
losses. In the U.S., for example, the terms “substandard,” “doubtful,” and “loss” are used. The
Basel Committee’s “Quantitative Impact Study 3 Technical Guidance,” (2002, paragraph 399)
skirts the term “nonperforming” by defining default of an obligor to have occurred when
either or both of the following has occurred. 1) The bank considers that the obligor is
unlikely to pay its credit obligation to the bank in full, without recourse by the bank to take
actions such as repossessing collateral. 2) When the obligor is 90 days or more past due on
any material credit obligation to the bank. In some cases the 90 day benchmark is used for
retail credits and 180 days for corporate credits.

When a loan is in default, the bank may charge-off the loan, or make a provision for
losses which may adversely affect the bank’s earnings or capital depending on the method
of provisioning used. Alternatively, banks can avoid charge-offs by restructuring those loans
that are or may become nonperforming loans. For example, a bank could make a second
loan to a nonperforming obligor that is sufficiently large to cover the payments of the loan
that is in default and some of the payments of the second loan.

In a related issue, some banks smooth their earnings by taking provisions for loan losses
and charge-offs net of recoveries when it is their advantage to do so.

7. GOVERNMENT INTERVENTION

Large scale failures of financial institutions and systemic crises are to be avoided at all costs.
Accordingly, governments and regulators find creative ways to get around capital regulations
and to help some financial institutions survive. In this section we examine government
intervention in the United States and in Japan.

7.1. United States

Market rates of interest soared in the late 1970s and early 1980s. The average interest rate
on conventional existing-home mortgage loans increased from 9.70% in 1978 to 16.55% in
1981.26 After 1982, interest rates declined—but the damage was done to the thrift industry.
The thrifts were limited as to the types of investments they could make, and they borrowed
short-term funds to make long-term mortgage loans. The thrifts made long-term mortgage
loans at low fixed-rates in the 1970s held them in their portfolios. Consequently, they faced
higher deposit rates and negative net interest margins when interest rates escalated. This gave
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rise to a “thrift crises.” From 1980–1990, about 1,000 thrift failures were resolved.27 Even
the Federal Savings and Loan Insurance Corporation (FSLIC) was itself in finance distress.

Sheng (1996) states that “Regulators also granted an array of special capital and regulatory
forbearance measures that permitted thrifts to stay in business, sometimes for years, even
through they were insolvent.” The measures included lower capital and liquidity require-
ments, net worth certificates and income certificates to boost the accounting capital, deferrals
on loan losses, liberal valuations of intangible assets, and so on. Thus, the thrifts regulatory
capital included subordinated debentures, intangibles, deferrals, and unrecognized losses as
well at tangible net worth.

Ultimately, FSLIC went bankrupt too, and was liquidated under the Financial Institutions
Reform, Recovery and Enforcement Act of 1989 (FIRREA). Estimates of the cost of
resolving the thrift crises in 1989 ranged from $80 billion to $150 billion.28 Later estimates
were over $200 billion.29 FIRREA restored the capital standards to their 1979 level.

7.2. Japan

The economic bubble in Japan burst in the late 1980s, and their economy suffered throughout
the 1990s. In the late 1990s, the Japanese the government undertook reforms to return to
economic growth.30 Part of the reform included the disposal of financial institution’s non-
performing loans that threatened the stability of their financial system. The non-performing
loans undermined banks’ profits and capital. The problem was exacerbated because the land
acquired by banks as collateral for real estate loans could not be sold because of depressed
real estate prices. The government took several actions to deal with this problem. First, they
did not require the banks to write off their bad loans, creating the illusion that that the banks
were in better condition than they were. Second, several government-backed and private
corporate reconstruction funds were established in 2002 to purchase non-performing loans
from the banks. In addition, the Bank of Japan can provide “capital reinforcement” to ensure
the stability of the financial system.31

Another part of the reform package included using credits against future income tax
payments (i.e. deferred tax credits) to boost their Tier 1 capital.32 At the end of September
2001, tax credits accounted for 50% of the Tier 1 capital of the major banks in Japan.33

Deferred taxes are a part of a bank’s income statement, and it is within a governments
“national discretion” whether to count them as part of the Tier 1 capital.

Hakuo Yanagisawa (2002), Minister for Financial Services, Japan, said “the capital injection
is just like pouring cold water over the burning efforts by the management at the midst of
their process to improve the sound financial status and promote profitability of each financial
institution. We should understand that such an action would interrupt their devotion and
spoil the sense of their duty towards active steps of structural reform of their own. Having
said so, however, I do not mean in any sense that I am indifferent to the serious situations of
the Japanese financial system. I believe that we must not allow a Japanese financial crisis to
happen. In order to avoid any financial crisis, I will not hesitate to inject public capital into
financial institutions when and if necessary.”

8. CONCLUSIONS

Bank regulators impose rules for safety and soundness on banks, and then both banks and
the regulators find ways to avoid, bend, or evade the rules when it is in their interest to do
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so. This article examined some of the common ways that both banks and regulators engage
in capital games. Typically, it is the large complex financial organizations that engage in the
games. Small banks, at least in the United States, hold capital far in excess of the regulatory
requirements.

Basel II is the newest game on the playing field, and it provides lots of opportunities to
reduce capital requirements. In Europe, covered bonds are the latest fad in capital games. In
the United States, some asset-backed commercial paper (ABCP) issued by SPEs is exempt
from the risk-based capital rules.

As previously noted, bank regulators play capital games too. Examples of such interventions
include, but are not limited to the “thrift crises” in the U.S. and the faltering Japanese
economy.

Capital games are not necessarily bad. They are steps in the evolutionary process that is
going on in our financial system.
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4. THE INTERNATIONAL TRANSMISSION OF CAPITAL SHOCKS: IMPLICTIONS
OF A REVISED BASEL ACCORD FOR DEVELOPING COUNTRIES

KEVIN T. JACQUES1

1. INTRODUCTION

In recent decades, financial sector reforms, technological innovation, and the continued
development of new financial products and services have fostered a rapidly increasing inte-
gration of worldwide financial markets and institutions. The importance of this integration
can not be understated, as recent research has noted the significance of financial system
development, particularly as it relates to the banking system, in playing a vital role in the
economic development of emerging countries. For example, Barth et al. (2004) note that
financial system development may contribute to economic growth by leading to greater effi-
ciency in foreign banking markets, improving the accessibility of foreign individuals and firms
to financial goods and services, and providing foreign countries greater access to international
capital.

In contrast, while critics recognize the potential benefits of increased financial integration,
they also note that financial globalization may result in increased fragility, particularly for
developing economies, and the financial crises of the 1980s and 1990s serve as a reminder of
this heightened economic vulnerability and its implications for real economic activity. For
example, Lindgren et al. (1996) argue that financial sector liberalization is a policy shock, and
note that the banking systems in a number of countries have experienced problems following
liberalization, while Schmukler (2004) notes that globalization can lead to financial crises
being transmitted from one country to another through broad channels of transmission—a
financial link being one of these channels.

While it is generally accepted that financial instability has associated with it negative
externalities, Crockett (1997) notes that policymakers have a number of options in helping
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to promote global stability, one of which is through regulation. Recognizing that financial
institutions in general, and banks in particular, play a critical role in the global integration
of markets, an important component of the international regulatory effort in recent years
has been the work of the Basel Committee on Banking Supervision and the resulting Basel
Accord. Adopted in 1988, the risk-based capital standards have as their purpose to make
regulatory capital requirements responsive to the credit risk in banks’ portfolios of assets
and off-balance sheet activities, and to establish among the member countries’ banks a
uniform definition and minimum regulatory level of capital. Over time, the 1988 Accord has
become the standard for banks worldwide, having been adopted in over 100 countries. And
while capital ratios in many of these country’s banking systems rose in the years following
the introduction of the Accord, the standards have not been without problems as their
simplified approach has failed to adequately differentiate between the credit risk of assets. Such
weaknesses resulted not only in regulatory arbitrage, but over time, in an increasing divergence
between economic and regulatory capital requirements, thus making regulatory capital ratios
less reliable as a measure of the financial health of banking institutions (Ferguson, 2003).2

Given the current worldwide acceptance of the Basel Accord as the standard for capital
regulation, and the fact, as noted by Gup (2005), that many countries are expected to adopt
the forthcoming revised standards, a number of important policy questions need further
examination. One of the innovative features of the revised Accord is the explicit incorporation
of credit ratings into the regulatory capital standards. With regard to global financial markets,
such an innovation raises the issue of what the implications of a revised Accord will be for
international bank lending. The existing research on the impact of the 1988 standards suggests
that the revised Accord may have a significant impact on the asset allocation of internationally-
active banks. In examining the 1988 Accord, Berger and Udell (1994) note that the risk-based
capital standards may function as a regulatory tax, one which places a higher marginal tax
rate on high credit risk assets than low credit risk assets, and as such, creates an incentive
for banks to reconfigure their asset allocation. Empirical evidence on implementation of the
1988 standards by Furfine (2001), Jacques and Nigro (1997), Brinkmann and Horvitz (1995),
Hall (1993), and Haubrich and Wachtel (1993) confirms that some banks responded to the
risk-based requirements by not only decreasing their holdings of high credit risk assets, such
as business loans, but also by reallocating their assets towards lower risk-weighted government
securities.

Also of importance, the link between regulatory capital requirements and bank lending
means that the risk-based standards may have implications for macroeconomic activity (Peek
and Rosengren, 2000; Blum and Hellwig, 1995). With regard to the revised Accord, the
incorporation of credit ratings into regulatory capital requirements raises the issue of increased
procyclicality. Studies by Jacques (2004), Segoviano and Lowe (2002), Lowe (2002), Borio,
Furfine, and Lowe (2000), and Altman and Saunders (2001) discuss how a regulatory capital
scheme that links minimum capital requirements to credit ratings introduces the possibility of
banks responding to changes in ratings by altering their balance sheets, thereby accentuating
the business cycle and increasing financial market instability. In addition, recent work by
Jacques and Schirm (2004) suggests that the revised Basel Accord may complicate the ability
of central bankers to undertake monetary policy.

While existing research suggests how the revised standards may influence bank balance
sheets, the forthcoming changes to the Accord may be particularly important in developing
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economies for a number of reasons. First, Chami et al. (2003) note that because banks are
the primary financial intermediaries in most developing economies, and given the explicit
capital-lending link created by the risk-based standards, changes in regulatory capital standards
may induce changes in bank lending behavior, with important ramifications for economic
activity in developing economies. In support of this argument, Chiuri et al. (2001) provide
evidence that enforcement of the 1988 Basel Accord led to significant decreases in credit
in developing economies. Second, Ferri et al. (2001) conclude that the revised Accord will
reduce capital requirements on corporate loans in OECD countries while simultaneously
increasing capital requirements on corporate loans in developing economies. Given the
changes in relative capital requirements, the revised standards may prompt banks to reduce
the amount of credit supplied to borrowers in developing economies (Tanaka, 2003). Finally,
Ferri et al. (2001) note that in developing economies corporate credit ratings are strongly
linked to the country’s sovereign rating. Given the reliance of the revised Accord on credit
ratings, and the fact that sovereign ratings have exhibited significant fluctuations during
recent crises, Ferri et al. (2001) conclude that the revised Accord may exacerbate swings
in commercial lending in foreign countries, thereby further accentuating foreign business
cycles.

The purpose of this paper is to examine, in general, the international lending ramifications
of a revised Basel Accord—in particular, how it is likely to influence commercial lending in
developing economies. Lending by banks from developed economies is an important source
of credit availability in many emerging financial markets, as evidenced by the fact that total
foreign bank claims on borrowers in developing economies measured U.S. $275.1 billion in
the fourth quarter of 2003.3 But with regard to the risk-based capital standards, to date, most
existing theoretical and empirical studies fail to recognize the potential impact of regulatory
capital requirements on international lending. Important exceptions are recent work by
Chiuri et al. (2002), Acharya (2001), and Peek and Rosengren (2000, 1997). The Peek and
Rosengren studies are particularly enlightening as they provide evidence that the risk-based
capital standards play an important role in the international transmission of economic shocks
(Peek and Rosengren, 1997), and that the standards resulted in a loan supply shock that had
significant economic effects (Peek and Rosengren, 2000). As the revised Accord is not due
for implementation until 2007, this paper contributes to the existing literature by providing
a theoretical model of the international transmission of capital shocks to developing loan
markets under the revised Accord, and comparing those changes to the response of banks
under the 1988 Accord.

2. THE REVISED ACCORD

As adopted in 1988, the risk-based capital standards explicitly link regulatory capital require-
ments to primarily credit risk by assigning risk weights to broad categories of a bank’s on-
balance sheet assets and off-balance sheet activities. Under the 1988 Accord, the risk-based
capital standards contain four risk-weight categories: 0 percent for assets that are considered
to be free of credit risk; 20 percent for assets with low credit risk; 50 percent for assets with
moderate credit risk; and, 100 percent for high credit risk assets. A bank calculates its total
risk-weighted assets as the sum of the dollar value of each asset or off-balance sheet activity
multiplied by the corresponding risk weight.4 In order to meet minimum regulatory capital
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Table 1. Risk Weights Under the 1988 and Revised Accords

Corporate loans Sovereign loans Interbank loans

1988 Basel Accord
OECD country 100% 0% 20%
Non-OECD country 100% 100% 100%

Revised Basel Accord
AAA to AA− credit rating 20% 0% 20%
A+ to A− credit rating 50% 20% 50%
BBB+ to BBB− credit rating 100% 50% 100%
BB+ to BB− credit rating 100% 100% 100%
B+ to B− credit rating 150% 100% 100%
Below B− credit rating 150% 150% 150%
Unrated credit 100% 100% 100%

Interbank loan risk weights assume option 1 as detailed in the Basel Committee Consultative Document (2004).
Under option 2, a preferential risk weight may be applied to claims on banks with an original maturity of three
months or less.

requirements, banks must hold Tier 1 capital equal to at least 4 percent of its risk-weighted
and total capital (Tier 1 + Tier 2) equal to at least 8 percent of its total risk-weighted assets.5

With respect to international lending, the top portion of Table 1 shows the risk-weight
categories for loans to foreign counterparties. In general, the 1988 standards differentiate the
capital requirements for international loans along three dimensions: 1) the type of borrowing
entity (corporate, sovereign, or bank); 2) the location of the borrowing entity (OECD or
non-OECD country); and, 3) the maturity of the loan. With regard to corporate borrow-
ing, all loans, regardless of the credit quality or the location of the borrowing entity, are
slotted in the 100 percent risk-weight category and require 8 percent capital at the margin.
Thus, under the 1988 standards, loans to risky corporate borrowers in developing economies
require the same amount of capital as loans to AAA-rated corporations in developed
countries.

Currently, the Basel Committee is undertaking a revision of the Accord in an effort to more
closely align regulatory capital requirements with the underlying risks in banks’ activities.
As proposed (Basel Committee, 2004), the revisions will entail a number of refinements
including changes in regulatory capital requirements (Pillar 1), enhanced supervision (Pillar
2), and increased disclosure requirements (Pillar 3). As part of the revisions, two general
methods exist for banks to calculate their regulatory capital requirements, one based on
external credit ratings and the other based on the use of banks’ internal credit risk models.6

Under the external ratings approach, the current reliance on risk buckets and risk weights is
maintained, with modifications being made to remedy some of the Accord’s existing flaws.
These changes include applying external credit ratings to bank claims on corporate entities,
sovereign governments, and foreign banks, and increasing the number of risk buckets to
include a 150 percent risk weight category. Specifically, as detailed in the bottom portion of
Table 1, risk weights will be based on credit ratings with weights ranging from 20 percent
(a 1.6 percent capital charge) for loans to AA− or better rated corporate borrowers to 150
percent (a 12 percent capital charge) on loans to corporate borrowers rated B+ or lower. In
addition, under the revised Accord, the regulatory capital requirements on these assets will
vary as the credit rating of the underlying entity changes.
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3. THE MODEL

As noted earlier, existing research concludes that the 1988 Accord played a significant role in
the transmission of capital shocks in one country to the availability of credit in other countries.
This occurred despite a regulatory capital framework that failed to differentiate between the
credit risk of corporate borrowers. Viewed from the perspective of capital standards as a
regulatory tax, the question becomes how a revised Accord, one which differentiates business
loans on the basis of credit quality, will alter the international transmission of capital shocks
and what the implications will be for credit availability in foreign countries.

To examine this issue, a one-period theoretical model of a representative bank is developed
that incorporates both the 1988 and revised standards. An internationally-active bank is
assumed to be headquartered in a developed country (referred to as the domestic country),
with a representative asset portfolio comprised of domestic corporate loans (LD), domestic
government securities (SD), and loans to foreign corporations (LF).7 The foreign loans are
assumed to be made to corporations in a developing economy but are denominated in the
currency of the lending country.8 In addition, the bank balance sheet contains deposits (DD)
and capital (KD), both of which are assumed to be raised in the domestic market. As such,
the traditional balance sheet condition requires:

LF + LD + SD = DD + KD (1)

The domestic and foreign loan markets are assumed to be imperfectly competitive with the
bank facing a downward sloping demand curve for loanable funds such that:

LF = f0 − f1r F
L (2)

LD = d0 − d1r D
L (3)

where r F
L and r D

L are the interest rates on foreign and domestic business loans, respectively.
Given the nature of the respective markets, the bank’s loans are influenced by the interest
rates it offers with the higher the interest rates the bank sets on loans, the more loans
decrease. A priori, f0, f1, d0, and d1 are expected to be positive, with f1 and d1 being
larger the more competitive the loan markets.9 In addition, the bank may hold domestic
government securities. These securities are assumed to have no default risk, with the interest
rate equaling r D

S , and recognizing that the safety of government securities, r D
L > r D

S and
r F

L > r D
S .

On the funding side of the balance sheet, the bank holds deposits and capital. Similar to
the loan markets, the bank can influence the level of deposits raised in the domestic market
by the interest rate it offers, r D

D . Thus:

DD = c0 + c1r D
D (4)

A priori, c1 is expected to be positive, as the higher the deposit rate the bank offers, the
greater the amount of deposits the bank raises.10 As a result of the imperfectly competitive
nature of the domestic deposit market, the bank faces an increasing marginal cost of funds,

as
dDD

drD
D

> 0.

With regard to capital, given the short run nature of the model, it is assumed that the time
period is too short for the bank to adjust its equity capital. This assumption is consistent
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with the idea that adjusting equity capital may be costly (Stein, 1998; Myers and Majluf,
1984), and theoretical and empirical evidence by Keeton (1989) and Jacques and Nigro
(1997) that, subsequent to the implementation of the 1988 risk-based capital standards,
capital-constrained banks found it extremely difficult to raise capital and thus adjusted their
portfolios primarily by reallocating or reducing assets. Under the revised Accord, banks must
meet the risk-based capital requirement that:

KD ≥ γ F
L LF + γ D

L LD (5)

where γ F
L and γ D

L are the risk-based capital requirements on foreign and domestic loans,
respectively, while government securities have a risk weight equal to zero. Under the 1988
Basel Accord, γ F

L and γ D
L are independent of credit quality with all foreign and domestic

commercial loans being slotted in the 100 percent risk-weight category. But the revised
Accord is more granular with γ F

L and γ D
L being inversely related to the credit quality of the

corporate borrower.
The domestic bank seeks to maximize profits (π) such that:

π = r F
L LF + r D

L LD + r D
S S D − r D

D DD (6)

Under the conditions detailed in equations (1) through (6), the Lagrangian is formed as:

£ = r F
L LF + r D

L LD + r D
S SD− r D

D DD + λ1
[
LF + LD + SD− DD− KD]

+ λ2
[
f0 − f1r F

L − LF] + λ3
[
d0− d1r D

L − LD] + λ4
[
c0 + c1r D

D − DD]
+ λ5

[
γ F

L LF + γ D
L LD − KD]

(7)

with the necessary first-order conditions used to solve for the optimal allocation of LF, LD,
SD, DD, r F

L , r D
L , and r D

D .

4. RESULTS FOR CONSTRAINED AND UNCONSTRAINED BANKS

Given the capital-lending link created by the risk-based capital standards, and the incor-
poration of credit ratings into the revised standards, one important issue that arises is how
international commercial lending will respond to capital shocks under the revised Accord. For
the purposes of this model, an adverse shock is assumed to occur in the developed country,
independent of macroeconomic or financial conditions in the developing market, but causing
the capital of the bank in the developed economy to decrease. Under these conditions, in
cases where the revised risk-based capital standards are not binding (KD > γ F

L LF + γ D
L LD),

it can be shown that:

dLD

dKD
= 0 (8)

dLF

dKD
= 0 (9)

dSD

dKD
= 1 (10)

dDD

dKD
= 0 (11)
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Given the nonbinding nature of the risk-based capital standard, equations (8) and (9) show
that regulatory capital requirements on foreign and domestic loans do not enter the bank
profit maximization problem, with the bank choosing to sell securities rather than liquidate
loans in the event of an adverse capital shock. Specifically, equations (10) and (11) suggest
that the bank responds to the capital shock by undertaking a dollar-for-dollar decrease in
domestic government securities, with no change in deposits. The change in deposits equals
zero because the bank faces an increasing marginal cost of deposits, while the decrease in
securities reflects the buffer stock theory of securities holdings ( James, 1995), in this case
insulating the higher yielding, but more illiquid, foreign and domestic loans from the shock.

Alternatively, the bank is constrained by the revised Basel Accord if KD < γ F
L LF + γ D

L LD.
Recognizing the constraint introduced by the revised standards, it can be shown that the
bank’s balance sheet responds to an adverse capital shock by:

dLD

dKD
= d1γ

D
L

f1γ
F 2

L + d1γ
D2

L

> 0 (12)

dLF

dKD
= f1γ

F
L

f1γ
F 2

L + d1γ
D2

L

> 0 (13)

d (LD + LF )
dKD

= f1γ
F
L + d1γ

D
L

f1γ
F 2

L + d1γ
D2

L

> 1 (14)

dSD

dKD
= − f1

(
1 − γ F

L

)
γ F

L − d1
(
1 − γ D

L

)
γ D

L

f1γ
F 2

L + d1γ
D2

L

< 0 (15)

dDD

d K D
= 0 (16)

The results in the capital-constrained case stand in stark contrast to those for an unconstrained
bank as they suggest significant differences in bank behavior. The results in equations (12)
through (16) are particularly important as the Basel Committee’s recent third Quantitative
Impact Study (QIS3) suggests that some banks will experience a significant increase in capital
requirements when the revised Accord is implemented (Basel Committee, 2003).

For the constrained bank, re-optimization of the balance sheet requires the bank to choose
between raising deposits, reducing assets, reallocating the asset portfolio, or some combination
of the above. Similar to the unconstrained case, equation (16) shows that there is no change
in deposits, as raising deposits will result in an increase in the marginal cost of funding, yet
do nothing to alleviate the constraining nature of the risk-based standards. But in contrast
to an unconstrained bank, equation (15) suggests that the bank will respond to the capital
shock by increasing its holdings of government securities. Because government securities
are considered default free and carry a zero percent risk weight, yet pay an interest rate
r D

S , substituting securities for higher risk-weighted assets helps the bank meet the minimum
risk-based requirements while also generating interest income.

Critical to an analysis of how the revised Accord influences credit availability is the question
of how the bank’s loan portfolio responds to the capital shock. Equations (12) and (13) show
that the capital shock causes the bank to not only reduce domestic business lending, but
also foreign business loans, with equation (14) showing that the decrease in total lending is
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more than dollar-for-dollar with the decrease in capital. The magnitude of the contraction
for both types of loans depends, in part, on the risk-based capital charges on domestic and
foreign business loans. In this scenario, there is clearly a cost to holding a high risk loan as
the revised Accord requires the bank to hold γ F

L dollars of capital for each dollar of foreign
loans and γ D

L dollars of capital for each dollar of domestic loans, yet at the margin requires
no capital for government securities. Given the nature of the constraint, the reduction in
lending can be explained by the fact that the higher the risk-based capital charge on a loan,
the larger the amount of capital freed up by reducing lending.

With regard to the impact of the revised standards on credit availability in the developing
economy, two points are particularly noteworthy. First, consistent with empirical findings
by Peek and Rosengren (2000, 1997), equation (13) provides a theoretical foundation for
how, under the risk-based capital standards, an adverse shock to a bank’s capital spills over to
foreign lending markets. Specifically, to the degree that the bank has a significant presence in
the developing economy’s financial market, the capital shock has a potentially large impact on
the supply of bank loans to businesses, as the reduction in business lending in the developing
country partially insulates businesses in the developed economy from the full effect of the
capital shock. This is consistent with Schmukler’s (2004) argument that financial liberalization
provides a mechanism for the propagation of economic shocks from developed to developing
economies.

Second, consistent with Acharya’s (2001) “partial integration” of a developing economy’s
banking sector, the organizational structure of the foreign and domestic banking systems
play a critical role in the degree to which economic shocks are transmitted to a developing
economy’s credit market. This can be seen by noting the presence of d1 and f1 in equation
(13). As noted earlier, the more competitive the banking system, the more choices borrowers
have in obtaining credit, and the greater the value of f1. Beim and Calomiris (2001) note the
tendency for financial institutions in developing economies to be state-owned or directed,
thus suggesting a less competitive banking system with foreign corporate borrowers having
fewer available financing alternatives than in developed economies. In this case, financial
liberalization of the credit market in the developing economy serves to make the market
more competitive, this being signified by an increase in f1. To see the effect of liberalization
in this case note that:

d
(

dLF

dKD

)
d f1

= d1γ
F
L γ D2

L(
f1γ

F 2

L + d1γ
D2

L

)2 > 0 (17)

While equation (13) emphasized the international transmission of capital shocks, equation
(17) shows that while increasing competition benefits the developing financial market, it also
has a cost as, ceteris paribus, increasing the competitiveness of the developing credit market
also increases the sensitivity of business lending in the developing economy to a capital shock
emanating from the developed economy.

5. A COMPARISON WITH THE 1988 STANDARDS

Despite the risk invariant nature of regulatory capital charges on business loans under the 1988
standards, the existing research shows that internationally-active banks may transmit capital
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shocks to foreign lending markets (Peek and Rosengren, 1997) and that enforcement of the
risk-based standards significantly reduced the availability of credit in developing economies
(Chiuri et al., 2002). Thus, given the results in the previous section, the question becomes
how the international transmission of capital shocks is likely to be different under the revised
Accord and what will be the implications for business lending in developing economies.

To examine this question, note that under the 1988 Accord, γ F
L = γ D

L = 8 percent.
Letting γL88 denote the risk-based capital charge for foreign and domestic business loans
under the 1988 Accord, and rewriting equations (12), (13), and (14), it can be shown that:

dLF

dKD
= f1

( f1 + d1)γL88
> 0 (18)

dLD

dKD
= d1

( f1 + d1)γL88
> 0 (19)

d (LF + LD)
dKD

= 1
γL88

> 1 (20)

With γL88 fixed by the Basel Committee at 8 percent, and invariant with respect to changes
in credit risk, the results in equations (18), (19), and (20) mean that the domestic bank’s
contraction in total lending and lending to domestic and foreign corporate borrowers is
determined by the relative magnitude of f1 and d1, and not by differences in the credit risk
of foreign and domestic loans. This occurs because given the lack of differentiation of risk
weights for corporate borrowers under the 1988 Accord, there is no incentive in a regulatory
capital sense, for the constrained bank to liquidate one type of loan more than the other.

In contrast, under the revised Accord, γ F
L and γ D

L may be different as the regulatory capital
requirements for corporate loans are no longer invariant with respect to differences in credit
quality. In particular, as noted earlier, good credit quality firms in developed economies may
have risk-based capital charges as low as 1.6 percent. But in developing economies, borrowing
entities are more likely to either be unrated (Fischer, 2002) or the credit rating of the sovereign
generally acts as a ceiling above which the corporate can not be rated more highly (Beim
and Calomiris, 2001). Under these conditions, while good credit quality corporate firms in
developed economies may see γ D

L decrease, it is unlikely that corporate entities in developing
economies will be able to take full advantage of the lower risk weights afforded to good credit
quality companies under the revised Accord.11 To further compound this difficulty, Monfort
and Mulder (2000) find that many developing economies have relatively low sovereign ratings,
thus suggesting regulatory capital charges on corporate loans in developing countries under
the revised Accord as high as 12 percent. Letting ( )rev and ( )88 denote the results with respect
to the revised and 1988 standards, it can be shown that:(
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Equations (21) and (22) show that the difference in how total lending and lending to foreign
borrowers responds to capital shocks under the respective Accords depends critically on the
relationship between the risk weights, as well as the nature of the lending markets, both
foreign and domestic.

With respect to lending in developing economies, two particular scenarios are noteworthy.
First, analysis of the revised Accord by Ferri et al. (2001) suggests that under the revised
standards γ F

L > γL88 > γ D
L . Applying this condition, it is unclear whether equations (21)

and (22) will be larger under the revised or 1988 Accords, as the results will depend upon,
among other factors, the magnitude of the differentials between γL88 and the risk weights
under the revised Accord. Alternatively, Fischer (2002) suggests that under the external ratings
approach γ F

L = γL88 > γ D
L as corporate borrowers in developing economies are more likely

to be unrated. Under this condition, both (21) and (22) are positive, thus suggesting that the
revised Accord will make total lending by a capital constrained bank more responsive to a
capital shock. In this case, the results in equation (22) are particularly disconcerting as they
show that under certain conditions, a capital shock in the developed economy causes the
developed country’s bank to undertake a larger credit contraction in the developing financial
market under the revised Basel Accord than would have occurred under the 1988 standards.

6. CONCLUSION

The Basel Committee on Banking Supervision is currently in the process of revising the 1988
Basel Accord. While the purpose of the revisions is to more closely align regulatory capital
requirements with the underlying risks in banks’ activities, critics have raised a number
of concerns with the revised Accord including how it will influence bank lending and
macroeconomic activity in developing economies.

One area of the revised Accord that has received insufficient attention in both the theo-
retical and empirical work is the degree to which the standards transmit economic shocks
from one country’s financial market to another. For developing economies, this issue may
be particularly important, as their financial markets are often less developed and businesses
in these countries are often more reliant on banks for financing than comparable firms in
developed countries.

This paper serves to partially bridge the gap in the existing literature by developing a simple
one-period theoretical model of a representative internationally-active bank in a developed
economy that lends to corporations in both developed and developing economies. The
results suggest that the degree to which the revised Accord is constraining on banks is a
critical factor in how the revised Accord will impact bank lending in developing markets.
Specifically, unconstrained banks are shown to respond to a capital shock in the developed
economy by reducing securities rather than loans, while banks constrained by the revised
standards are shown to decrease lending in both developed and emerging financial markets.
Thus, while the revised Basel Accord may have the beneficial effect of reducing the volume
of high risk loans, and in doing so increase the safety and soundness of commercial banks,
the revised standards may also have the negative effect of transmitting economic shocks to
foreign lending markets, and in doing so, reduce credit availability and decrease the level of
macroeconomic activity in those countries.

The results of this study are also consistent with recent empirical work on the effects
of the 1988 Accord, in that they show that under the standards capital constrained banks
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may transmit the effects of domestic capital shocks to foreign lending, thereby reducing the
availability of credit to corporate borrowers in those countries. But while shocks may be
propagated to developing financial markets under both versions of the Accord, the findings
of this study also show that under certain conditions regarding the difference in risk weights
and the structure of loan markets, foreign business lending will contract more under the
revised Accord than under the 1988 standards, thus increasing financial instability. This issue
should be of considerable concern to international policymakers and regulators, as empirical
research on the 1988 Accord has already shown that it had a significant effect on credit
availability in emerging markets.

Finally, a word of caution is in order. Because the revised Accord is not due for imple-
mentation until 2007 at the earliest, it is not clear in practice how internationally-active
banks will revise their asset allocation. But the results of the Basel Committee’s most recent
quantitative impact study suggest that some internationally-active banks will see a significant
increase in their required regulatory capital levels. However, such studies are exercises in
comparative statics, ignoring, as noted by Saidenburg and Schuermann (2004), the Lucas-
style critique that the implementation of the revised Accord, in and of itself, will influ-
ence bank portfolio composition and capital levels. Rather, if banks increase their buffer
stocks of capital without a corresponding increase in risk in response to implementation
of the revised Accord, then they are less likely to become constrained as a result of capi-
tal shocks, thereby mitigating some of the potentially negative effects noted earlier. Under
these conditions, the revised Accord may have less impact on the international transmis-
sion of shocks and the availability of credit in developing economies than did the 1988
standards.

ENDNOTES

1. The views expressed are those of the author and do not necessarily reflect those of the U.S. Department of the
Treasury. My thanks to editor Benton Gup for the idea underlying this paper, and Dan Nolle, Dave Schirm
and Walter Simmons for their helpful comments. A special thanks to Matthew Watt for his expert editorial
assistance.

2. For a discussion of regulatory capital arbitrage, see Jones (2000) and Jackson et al. (1999).
3. See Bank for International Settlements (2004) for details.
4. For off-balance sheet activities, the dollar value of the activity is converted to an on-balance sheet equivalent by

the use of credit conversion factors. The on-balance sheet equivalent is then multiplied by the corresponding
risk weight in the calculation of total risk-weighted assets.

5. Under the risk-based capital standards, capital has two definitions. Tier 1 capital is comprised mainly of common
stock and noncumulative perpetual preferred stock, while Tier 2 capital includes cumulative perpetual preferred
stock, term subordinated debt, and the allowance for loan and lease losses.

6. External credit ratings are part of the standardized approach. Internal ratings are used in the foundation internal
ratings based approach and the advanced internal ratings based approach. This study focuses on the standardized
approach. The revised Accord also applies capital charges based for operational and market risk. This study is
only concerned with the effects of the revised standards as it relates to credit risk. For more information on the
various approaches see Basel Committee (2004).

7. For simplicity it is assumed that the domestic bank makes loans in the developing economy without establishing
a branch, agency or subsidiary in the foreign country, or buying a foreign bank. Saunders and Cornett (2000)
note a number of different forms of bank entry into foreign countries.

8. Because of this assumption, no allowance is made for incorporating foreign exchange rate risk into the model.
9. Peek and Rosengren (1995) note that under perfect competition, the sensitivity of loan demand with respect

to changes in interest rates will be infinite. While the loan demand equations in this model and their model
are generally similar, the same conclusion would hold with respect to d1 and f1 in this model.

10. It is also the case that the more competitive the market for deposits, the greater is c1, with it being infinite
under perfect competition as noted by Peek and Rosengren (1995).
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11. Fischer (2002) is careful to note that this may not occur for banks using the internal ratings based approach.
This then raises competitive equity issues between banks on the standardized approach and those using the
advanced internal ratings based approach regarding the amount of capital that must be held against business
loans.
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5. DESIGNING BANKING SECTOR SAFETY NETS:
THE AUSTRALIAN EXPERIENCE

KEVIN DAVIS1

1. INTRODUCTION

At the start of 2004 Australia and New Zealand were the only two countries in the OECD
which did not have some explicit form of deposit insurance. Given the trend world wide
towards inclusion of deposit insurance as an integral component of the “safety net” associated
with banking regulation it is of interest to examine why the Antipodean approach has, to
date, been different. Indeed, a wide ranging official review of Australian financial sector
regulation conducted in 1997 (Wallis, 1997), explicitly recommended against introduction
of deposit insurance.

More recently, however, the topic has reemerged as a matter for public policy debate,
driven, perhaps unusually, not by developments in the banking sector, but by Australian
experience in the insurance industry. In March 2001, one of Australia’s largest insurance
companies, HIH, failed with a shortfall of assets relative to policy and other liabilities estimated
to be in the order of AUD 4 billion (USD 2 billion at the exchange rate of the time). Although
there was no policy holder protection scheme in existence, the Australian government (after
a delay of several months) introduced a taxpayer funded compensation scheme for retail
customers of the failed institution. The resulting cost to taxpayers is in the order of AUD
800 million. In addition, two State governments assumed liability for payments to certain
beneficiaries under compulsory third party insurance policies (workers compensation, auto
insurance etc) written by HIH2, substantially increasing the cost borne by government.

This experience prompted a government initiated review of the case for deposit insurance,
and several possible reasons can be identified. First, the HIH Royal Commission report (HIH
Royal Commission, 2003) recommended the introduction of a policy holder guarantee
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scheme, thereby putting the issue of financial sector safety net arrangements firmly in the
public policy debate. Second, as a result of the Wallis Report’s recommendations, Australia
has an integrated prudential supervisor, The Australian Prudential Regulation Authority
(APRA), responsible for supervising deposit taking institutions, life and general insurance, and
superannuation (pension) funds. To consider introducing a guarantee scheme as part of the
safety net relevant to some financial products provided by institutions supervised by APRA
without at least considering the merits of similar schemes for products (such as deposits)
provided by other institutions would seem shortsighted. This appears to be particularly so
when the widespread international use of deposit insurance schemes is compared with the
relatively limited use of policy holder protections schemes.

In addition to these specifically Australian features, the continued international growth of
deposit insurance schemes since the Wallis Report, and the “best practice” pronouncements
of international agencies such as the IMF and World Bank in favor of (well designed) deposit
insurance, perhaps suggested a need to review whether the negative view of the merits of
deposit insurance of the Wallis Report was still warranted.

Following what has become common Australian practice towards the process of financial
reform, the Australian Government initiated a Study of Financial System Guarantees in
September 2003 to provide opportunity for public consultation and debate on the topic,
before any policy changes would be considered. A focus of the Study was which, if any,
financial products (including insurance and deposits) had characteristics which would warrant
the introduction of guarantee schemes providing limited coverage to retail customers. This
chapter draws on that study (Davis, 2004) to review the issues involved in a consideration of
whether deposit insurance is warranted as a component of a financial system safety net for
Australia.3

The case, it is argued, is finely balanced, with the relative weights to be attributed to various
arguments important and, in the absence of strong empirical evidence, open to debate. It
is suggested here that, on balance, a case exists for introduction of some form of deposit
insurance scheme (with characteristics to be outlined subsequently), but it should be noted
that this conclusion is at variance to the views generally expressed by executives of deposit
taking institutions and their industry associations as part of the public consultation process.
It is unlikely that a policy decision on the issue will be made until some time in 2005.

The remainder of this chapter is structured as follows. Section 2 provides an overview of
the Australian deposit taking sector and the approach to regulation, depositor protection,
and failure resolution which has been followed to date. Section 3 draws on that experience
to review the merits of the arguments for and against introducing deposit insurance into
the Australian financial system. Section 4 considers some features of the type of scheme
which might be appropriate given the institutional characteristics of the deposit taking sector.
Section 5 provides concluding remarks.

2. INDUSTRY STRUCTURE, REGULATION AND DEPOSITOR PROTECTION

The deposit taking sector in Australia consists of three segments: banks, building societies
and credit unions. All are subject to common licensing and regulation by APRA under the
category of approved deposit-taking institutions (ADIs), with banks differentiated within
that category primarily by a minimum capital size requirement. In practice, size, financial
sophistication, range of activities, balance sheet structure, and organizational form (joint
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Table 1. The ADI Market, June 2003

Classes of ADIs Number of ADIs Total Assets1 as per cent of ADI Sector

Domestic banks 13 79.0
Major banks 4 66.0
Other 9 13.0

Foreign banks 37 17.2
Subsidiaries 13 7.2
Branches 24 10.0

Other ADIs 201 3.7
Building societies 14 1.2
Credit unions 187 2.5

Total 251 100.0

1Assets in Australia.
Source: Davis (2004, Table B, p 175).

stock versus mutual ownership) are characteristics which distinguish the three segments, but
all are effectively banking institutions raising deposit funds from the public. The term ADI
will be used henceforth.

Table 1 shows the structure of the ADI sector in Australia at June 2003. The dominance of
the four major banks is readily apparent, with the heavily skewed size distribution suggesting
to some commentators a potential problem for any ADI wide contributory deposit insurance
scheme.

What is also noteworthy about the sector structure, particularly for considering depositor
protection issues, is the relationship between domestic deposit liabilities and assets in Australia
(transactions with residents on the domestic book of the institution4) of the different groups.
The Australian banks have Australian assets significantly in excess of Australian deposit lia-
bilities. For the major banks only some 50 percent of the funding of Australian assets comes
from Australian deposits with the remainder due to equity and other regulatory capital,
subordinated debt issues and overseas borrowings (through branches and subsidiaries). The
difference is much less for building societies and credit unions, but the buffer of Australian
assets over Australian liabilities is significant and larger than might be suggested by a focus
solely on capital ratios.

These figures assume major importance in examining the nature of depositor protection
existing in Australia because of the operation of depositor preference legislation found in the
Banking Act. Specifically, Subsection 13A (3) of the Banking Act provides that5:

‘If an ADI becomes unable to meet its obligations or suspends payment, the assets of the ADI in
Australia are to be available to meet that ADI’s deposit liabilities in Australia in priority to all other
liabilities of the ADI’.

Further provisions of the Banking Act require an ADI to hold assets in Australia greater than
deposits in Australia.

Given the existence of depositor preference and the current structure of bank balance
sheets, there is, in aggregate, a very substantial buffer of claimants on Australian assets who
rank behind Australian depositors. At this time, the severity of failure required for Australian
depositors of a major bank to lose money is so extreme, that the probability of losses to
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Table 2. ADI Balance Sheet Characteristics (June 2003)

Other Domestic Foreign Bank Building Credit
Major Banks Banks Branches1 Societies Unions
Per cent Per cent Per cent Per cent Per cent

Total Assets/Total Liabilities 108 108 100 108 109
Australian assets/Australian 213 193 204 112 116

deposit liabilities (excluding CD’s)
Australian assets/Australian 179 148 148 111 116

deposit liabilities (including CD’s)
Number of Institutions 4 9 24 14 187

1The ratios for foreign bank subsidiaries are not markedly dissimilar.
Source: Davis (2004, Table F, p 183).

Australian depositors and the likely extent of any such losses are very small. Thus the focus of
some commentators on the skewed asset distribution of ADIs as an impediment to pooling
of risks for a deposit insurance fund misses the critical point that risks to such a fund are not
closely related to the asset size of the institutions involved.

These aggregate figures do, however, disguise some variability across banks, and it is possible
that changes in the relative cost of alternative sources of funds could cause the future structure
of bank balance sheets to be markedly different (even for the four majors). For example, one
relatively recent entrant into banking in Australia had (at end July 2004) a ratio of Australian
assets/Australian deposit liabilities of 118 (significantly less than the industry average), on a
balance sheet size of $20 billion, while another of size $2 billion had a ratio of 114.6

Even in these latter cases, and for Building Societies and Credit Unions, current balance
sheets indicate a significant buffer of capital and other subordinated liabilities to provide
protection to Australian depositors as shown in Table 2.

Complementing the depositor preference rules is the application of the Basel Capital
Accord to all ADIs, requiring capital to exceed eight per cent of risk weighted assets. For the
non-bank ADIs and smaller banks with primarily Australian operations and few non-deposit
liabilities, the requirement to comply with this minimum capital ratio is potentially more
relevant for assessing the level of depositor protection than is the operation of depositor pref-
erence rules. The effectiveness of such capital regulation in protecting depositors, however,
depends on the veracity of asset valuations and the enforcement of minimum requirements,
rather than forbearance, by the supervisor.

Examination of the historical record over several decades, without knowledge of subse-
quent regulatory changes, would not give significant comfort in this regard. In the late 1980s
and early 1990s, two large State Government owned banks failed, the largest building society
failed7, and two relatively large credit unions failed. In no case did Australian depositors lose
money, but that reflected the facts of government ownership (and thus liability), taxpayer
funded bail-outs, and in the case of one credit union the operation of a (now defunct) State
industry-based “stabilization” fund.

The structural problems mitigating against adequate supervision of the ADI sector were
attended to during the course of the 1990s, firstly by creation of a national supervisor for
non-bank ADIs (rather than relying on state government based supervision) and subsequently
by the creation of APRA in 1998, with responsibility for all ADIs as well as insurance and
superannuation. Strict quarterly reporting requirements, involvement of external auditors
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in the supervisory process, application of the Basel Capital Accord, and other regulatory
restrictions involving such things as large exposures and liquidity management requirements
are among the regulatory requirements faced by ADIs. Although there is no legal requirement
to enforce “prompt corrective action” by the supervisor in dealing with troubled institutions,
APRA’s inability to foresee the troubles facing HIH and its eventual (costly) failure, have
led to improvements in the governance and incentive arrangements for APRA which are
designed to prevent forbearance and induce prompt action whenever potential breaches of
minimum capital requirements are suspected.8

In summary, Australia’s financial supervisory and safety net structure has not included
deposit insurance. Current strong capital adequacy requirements and depositor preference
provisions, allied with strict supervisory activities, could be seen as suggesting little need for
introduction of such a scheme. At the same time it can be argued that an implicit insurance
scheme already exists—despite government disavowal—prompted in part by a history of
measures taken to protect (at least some) customers of failed financial institutions. Whether
the current approach (which can be characterized as either implicit guarantees or as a case-by
case government response to compensation following failure) is preferable to introduction
of an explicit scheme providing limited deposit insurance to retail customers is considered
in the following section.

3. ASSESSING THE CASE FOR CHANGE

The case for introducing deposit insurance as a component of safety nets has been reviewed
by many authors, including recently by Demigurc-Kunt and Kane (2002) who noted that
“deposit insurance is neither always good nor always bad. It can be a useful part of a country’s
overall system of bank regulation and financial markets”. They argue that poorly designed
schemes can create significant risks for taxpayers if institutional arrangements inhibit market
discipline and do not provide appropriate incentives for regulators to prevent forbearance
towards weak institutions.

This perspective highlights the fact that a cost benefit analysis of the case for introducing
deposit insurance has two major components. On the one hand, from an ex post perspective,
a deposit insurance scheme is simply a mechanism for redistributing across society the losses
which have occurred as a result of an ADI failure. Whether such redistribution is necessary
or desirable (which may depend on the type of scheme involved) is one relevant component
of the cost benefit analysis (as are the administrative and compliance costs of operating such
a scheme). On the other hand, such an ex post perspective is, by itself, inadequate, since it
ignores the potential behavioral consequences, and their economic effects, which may arise
from the existence (and design) of a deposit insurance scheme. The cost benefit calculation
thus also needs to incorporate an assessment of behavioral responses and their consequences
such as those examined by Demigurc-Kunt and Kane.

3.1. Loss Redistribution

Any assessment of the need for and merits of redistribution of losses involved in a deposit
insurance scheme needs to take account of the counterfactual. If there were no explicit
deposit insurance scheme and an ADI failure occurred how would the failure be resolved
and what losses would be incurred by its depositors?
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In the absence of a government bailout, depositors would face two potential types of loss.
One is the possibility that assets of the failed institution are inadequate to meet depositor
claims. (Remember that depositors rank ahead of other claimants under depositor preference
legislation, so that the failed institution’s assets may still be sufficient to meet depositor claims
in full). The second is temporary loss of access to their deposit funds, and a period of
uncertainty about what financial loss might be incurred.

These latter transition costs depend very much on how the regulatory failure management
process operates. In some cases, it may be that the institution’s decline is sufficiently orderly
that the regulator (APRA) is able to facilitate a transfer of business or use other resolution
processes which enable (at least some) depositors continued easy access to their funds. In
others, however, the extent of potential insolvency may be sufficiently unclear as to create
difficulties for arranging an orderly exit of the institution with minimal transition costs for
depositors. In these circumstances an explicit deposit insurance scheme has the advantage that
it enables immediate payouts to insured depositors (typically involving transfers of accounts
to other institutions, rather than explicit cash payouts), with the insurer becoming a substitute
claimant on the failed institution. Given a lack of experience and some uncertainty about
how well existing failure management mechanisms would operate for ADIs in a distress
situation in Australia under current regulatory arrangements, the clearer specification of
such mechanisms which is associated with an explicit scheme is one significant advantage.9

The possibility and scale of financial losses to depositors at a failed institution in the
absence of an explicit scheme also depends upon government policy. Here, despite an avowal
of caveat emptor, Australian governments have shown a tendency to use taxpayers’ funds to
at least partly compensate some individuals facing financial loss from financial institution
failure.10 The responses to the HIH insurance failure in 2001, and to the failure in 2002
of a medical insurance fund (UMP/AMIL), are recent cases in point.11 In the late 1980s—
early 90s, the State Governments of Victoria and Western Australia respectively bailed out
depositors of a large building society and credit union operating in their states. Failures of the
State Government owned banks in Victoria and South Australia at the start of the 1990s, also
saw depositors protected by those Governments as owners. Consequently, no depositor has
lost money from the failure of an Australian ADI since depositors in the Primary Producers
Bank of Australia lost minimal amounts in 1931.

This past experience suggests that it is at least arguable that public expectations and political
proclivities are for Australian governments to protect (at least) some groups of depositors from
loss due to ADI failure. If this is so, the introduction of explicit deposit insurance would
not necessarily involve significant change to the losses eventually faced by those groups at a
failed ADI, but would have the benefit of providing greater clarity regarding their exposure
to potential losses. A potentially more important benefit is that the contingent liability for
funding the compensation to those depositors would be shifted from the taxpayer to the
contributors to the deposit insurance scheme (who are also, in an ex ante sense, the potential
beneficiaries from the scheme).12

A further inference which might be drawn from past experience and practice is that
there exists a public policy objective that retail customers of some financial institutions who
are unable to assess counterparty risk should be protected from such loss. Three factors
provide support for such an inference. The first is the observed tendency for bail outs.
The second is the existence of a separate regulatory and supervisory body (APRA) with a
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mission “to establish and enforce prudential standards and practices designed to ensure that,
under all reasonable circumstances, financial promises made by institutions we supervise are
met within a stable, efficient and competitive financial system”.13 While such a mission
clearly stops short of guaranteeing deposits, there is a difficult political balance in having a
government authority charged with that supervisory role and simultaneously claiming that
caveat emptor should apply if failure does occur. The existence of a regulatory body specifically
for a group of financial institutions reflects both the special role of such institutions in the
economy and the problems which many customers face in assessing the financial strength
and health of such institutions.

The third factor supporting the view that public policy places great weight on depositor
protection lies in the existence of explicit depositor preference legislation (Banking Act,
1959, subsection 13A (3)) which places Australian depositors as the most senior claimants
on a failed ADI. Together with subsection 13A (4) of the Banking Act which requires ADIs
to hold assets in Australia exceeding deposit liabilities in Australia, this creates a significant
buffer of more junior claimants and protection for depositors.

While depositor preference provides an illustration of the political desire for existence of a
safety net to protect Australian depositors from loss, it also creates the possibility that it serves
as an effective substitute for explicit deposit insurance, thus rendering the latter unnecessary.
If Australian ADI balance sheets were, for example, structured such that the possibility of a
failure of the scale needed to inflict losses upon depositors were exceptionally small, the case
for an explicit scheme, on grounds of protection from financial loss, might be weakened. For
example, the short term probability of failure of a hypothetical ADI with assets of $100m,
deposits of $25m, other debt liabilities of $70m and equity of $5m, may be relatively high,
while the probability of a shortfall of assets relative to deposit liabilities would be extremely
small.

For some Australian ADIs, with their current balance sheet structures as shown in Table 2,
the short term probability of failures which are large enough to create financial losses for
depositors is indeed extremely small. At the same time, the assessment of the merits of a
scheme needs to consider more general circumstances. First, not all ADIs currently operate
with such a large buffer of non-deposit funding. Second, new ADI institutions with low
non-deposit funding may emerge over time and gain significant market share. Third, over
a longer horizon, non-deposit funding may prove sensitive to perceptions of ADI solvency
leading to marked declines in the relative share of non-deposit liabilities at times of stress
and potential failure. Fourth, at least some part of the explanation for relatively high use
of non-deposit funding may lie in the existence of the depositor preference requirements
themselves. By subordinating such claims to those of depositors, the cost of such funding is
increased, but this effect may be moderated if deposit funding is a small part of total non-
equity funding. Introducing explicit deposit insurance by itself would not change this, but
would provide the opportunity to consider whether depositor preference remains warranted
as a component of the safety net.

The figures in Table 2 suggest that, based on current balance sheet structures, the pure
insurance (loss redistribution) arguments for introducing a deposit insurance scheme are not
overly strong. Even for those institutions which rely heavily on deposit funding, capital ratios
which exceed minimum requirements and regulatory oversight suggest low probability of
failures which would lead to significant losses for depositors. At the same time this suggests
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that the pure insurance costs of a scheme, and resulting premium rates for participants, would
be relatively low. If both potential benefits and costs associated with the loss redistribution
function are small, greater importance may attach to the assessment of other benefits and
costs associated with introduction of a scheme.

Among the other costs are the administrative and compliance costs associated with any
scheme. These costs include the resource costs associated with supervision and investigation
by the deposit insurer. In Australia, such activities are undertaken by APRA and funding
for those activities raised by levies on ADIs. Hence the incremental costs of supervision and
investigation are potentially minimal (if not zero). Other administrative costs depend upon
the type of scheme adopted, and there is scope for scheme design which would keep such
costs very low. Finally, compliance and reporting costs would appear to be little changed
from those currently incurred as a result of the supervisory process.

3.2. Behavioral Consequences and their Economic Effects

Two main types of potential behavioral effects can be identified, one beneficial and one
detrimental. The beneficial effect often underpins the argument for explicit deposit insurance
as a mechanism for reducing bank runs and systemic financial crises. As demonstrated by
Diamond and Dybvig (1983), the “sequential servicing” characteristic of bank deposits and
liquidity production activities of banks, exposes even initially solvent banks to the possibility
of destructive runs. In addition, the inability of depositors to distinguish specific from general
factors affecting bank solvency creates the risk of contagion. Deposit insurance is one potential
solution to this problem.

In practice, the limits placed on deposit insurance coverage, with the objective of encour-
aging market discipline by larger (wholesale) depositor stakeholders with the capacity to
assess risk, works to reduce the force of this argument. Banks remain at risk of runs induced
by actions of wholesale depositors or other creditors. Nevertheless, the protection afforded
to retail depositors has the beneficial effect of reducing the possibility of runs or contagion
arising from this source.

The detrimental effect most commonly pointed to is the potential for moral hazard involv-
ing increased risk taking, to exploit the benefits of a guarantee, with potentially adverse
consequences for financial system stability. Demigurc-Kunt and Detragiache (2000) note a
positive correlation between the existence of deposit insurance and financial sector insta-
bility from an international study, but point to the important role of weak institutional and
regulatory structures in leading to that result.

It is worth examining the moral hazard argument in more detail, to see how institutional
arrangements in the Australian financial sector affect its practical significance. To do so, note
that incentives for risk taking and /or reduced monitoring could, in principle, arise for ADI
stakeholders such as insured depositors, uninsured depositors, other creditors, ADI owners,
ADI managers, and ADI supervisors. Such incentives need to be compared with those arising
under the alternative, current, regulatory structure and safety net.

To the extent that the current regulatory structure is viewed by retail depositors as involving
implicit guarantees over ADI deposits, a move to an explicit scheme would not be expected
to lead to any significant increase in incentives for risk taking and reduced monitoring by
retail, insured, depositors. If instead, retail depositors perceive that caveat emptor prevails, it
is possible that explicit insurance could lead to greater willingness to place deposits with
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ADIs offering higher than average interest rates without concern for, or need to assess,
the default risk of the ADI. Whether retail depositors have the ability (or access to reliable,
understandable information) to effectively assess such risk is a moot point. More generally for
such an outcome, it is necessary that governance and regulatory arrangements give incentives
to, and permit, ADI management to increase risk taking in this manner. This is considered
shortly.

For depositors who would not be insured under an explicit scheme and for other cred-
itors, the introduction of a limited explicit scheme may lead to increased monitoring and
sensitivity to ADI risk, if current perceptions are of implicit guarantees and potential bail
outs if an ADI fails. Gropp and Vesala (2001) interpret observed changes in interest rate
margins in European countries following the introduction of explicit schemes as evidence
of such reactions consistent with replacement of a system of implicit guarantees. If caveat
emptor is believed to currently apply, there would not appear to be any strong arguments to
suggest that the risk sensitivity and monitoring of such stakeholders would be significantly
affected.

Textbook analysis of the moral hazard arising from deposit insurance focuses upon the
benefits accruing to ADI owners (equity holders) from increased risk taking when the pricing
of deposit insurance is not appropriately risk related or is underpriced. Removal of such
adverse incentives for increased risk taking can be achieved by ensuring risk based pricing
of deposit insurance, although the ability to successfully implement risk based pricing when
ADIs have private information has been questioned (Chan, Greenbaum and Thakor, 1992).

In the absence of risk based pricing, ADI owners can benefit if ADI managers take actions
which increase the value of the implicit put option reflected in the deposit insurance con-
tract. However, given the separation between ownership and management which prevails
in Australian ADIs because of dispersed ownership, the ability of owners to direct manage-
ment to act in such a way is extremely limited. Indirect incentives may nevertheless exist
through the contracting and governance arrangements and through equity market forces. It
is therefore necessary to consider the incentives for management to increase risk taking to
exploit the deposit insurance scheme and the constraints which exist to prevent them from
doing so.

Whether an ADI’s management with minimal equity stake in the ADI has incentives
to increase risk to exploit deposit insurance depends upon issues such as compensation
design, reputational considerations, governance arrangements and entrenchment. As Macey
and O’Hara (2003) note, “managers are not perfect agents of risk-preferring shareholders.
Managers are fixed claimants to that portion of their compensation designated as salary. In
addition, managerial incentives for risk-taking are reduced, since managers have invested
their nondiversifiable human capital in their jobs.” Nevertheless, stock market pressures and
equity linked compensation structures may give rise to some incentives to increased risk
taking which is not counteracted by discipline from other fixed claimants such as depositors.
If that is the case, the role of the ADI regulator becomes important in limiting moral hazard.

Some authors, such as Kane (2002) have focused on the possibility that regulatory author-
ities may face inadequate incentives and accountability arrangements which cause them to
engage in forbearance towards troubled institutions. The critical issue here, however, is the
design of such arrangements rather than the existence or non-existence of an explicit scheme
per se.
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In summary, while moral hazard is a potential issue arising from introduction of an explicit
deposit insurance scheme, there appears to be little reason to believe that it is a necessary
consequence which cannot be ameliorated by careful scheme design (including risk based
pricing and limited coverage) and attention to governance and incentive arrangements within
ADIs and the prudential regulator.

3.3. Other Consequences

In addition to loss redistribution and behavioral effects which might arise from introduction
of an explicit scheme, several other important consequences need to be considered. Insured
depositors are saved the resource costs of attempting to monitor the solvency of ADIs, which
are, arguably, sufficiently high for retail depositors as to make effective monitoring impossible.
Deposit insurance can also affect competitive dynamics in the ADI industry and more broadly.
To the extent that implicit guarantees are believed to exist but apply only to some groups
of ADIs, resulting competitive inequities could be reduced. At the same time, entry of new
ADIs might be facilitated (perhaps excessively so) since potential customers would place less
emphasis on a history of prudent management when deposit insurance applies also to new
entrants and provides them with some instant “charter value”. Competition between ADIs
and other financial institutions could also be enhanced if implicit guarantees over bank non
deposit liabilities are perceived to exist and are effectively removed.

Much of the preceding discussion has involved considering whether implicit guaran-
tees already exist for ADIs. Even if government protection of depositors does not involve
automatic implicit guarantees, there is still the potential for governments to intervene and
compensate depositors at failed institutions on a case by case basis in response to political
pressure. An explicit guarantee scheme does not preclude similar political reaction, but does
provide a clear, pre specified, “line in the sand” behind which a government can stand to
resist political pressure for more widespread compensation involving costs to the taxpayer.

3.4. An Assessment

On balance, the case for introduction of deposit insurance in Australia is finely balanced,
primarily because the safety net provided by depositor preference provisions (combined with
current balance sheet structures) works to limit potential losses to Australian depositors if
an ADI fails. Nevertheless, the scope for significant future changes to occur in (existing
and future entrant) ADI balance sheet structures suggests that a possible role for some such
redistribution mechanism should not be ruled out on these grounds. Provided that those
institutions which create little risk of calls on such a scheme incur appropriately minimal
costs from operation of such a scheme, their low probability of costly failure does not, of
itself, create a case for not introducing such a scheme covering all ADIs.

Given the current role of depositor preference in weakening the case for explicit deposit
insurance, it is the other considerations which, in this author’s view, tip the balance in favor of
such a scheme. Important among these is a perception that implicit guarantees are believed to
prevail by much of the community and that this belief is more strongly held in the case of large
institutions. Shifting to an explicit limited guarantee could then have potentially beneficial
effects for market discipline, competition and government resolve not to engage in more
widespread bail outs at tax-payer expense. Also important is the opportunity provided by
an explicit scheme to reduce potential disruption to affected insured depositors when an
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ADI fails. Finally, removing an anomaly that has a prudential supervisor monitoring ADIs
on behalf of retail consumers who are unable to do so effectively, but who are still exposed
to losses if the institution fails would seem to have merit.

In practice, finance industry lobby groups and senior management have generally expressed
strong opposition to introduction of a deposit insurance scheme. Although concerns about
moral hazard are often mentioned, more emphasis should be placed on perceptions about
necessity and cost. One reason is concerns about the total cost of such a scheme. A second
reason is the fear that their institutions and customers will incur an unfair share of costs—
generally premised on their perception that their institution will not be one which fails. A
third possible reason is that (at least) some ADIs already have “free” deposit insurance (and
competitive advantages) because of the existence of implicit guarantees.

Since the significance of such concerns depends upon the precise nature of any scheme
introduced, it is important to consider briefly the type of scheme which might warrant
introduction.

4. DESIGNING AN EFFECTIVE AND ACCEPTABLE SCHEME

Historical experience, industry structure, current balance sheet structures, and an effective
regulatory and supervisory process all suggest that the number of Australian ADIs which
might fail and create claims on a deposit insurance fund within a time frame of, say, a decade,
is quite small. In such circumstances, there are cost minimization grounds for considering
adoption of some form of a “post funded” scheme. In such schemes, immediate compensation
to insured depositors at a failed institution is funded by the scheme temporarily borrowing
from the Government budget or using pre-arranged lines of credit and ADIs are subsequently
levied to pay off that debt. In a financial sector where ADI failures are expected to be
rare events (less than one or two per decade), and where failure management remains the
responsibility of the prudential supervisor, a legislated and well designed post funded scheme
can remain largely dormant for much of the time and be “brought off the shelf ” as required
to facilitate payments to insured depositors and determine and collect levies in the event of
a failure. The scheme replaces insured depositors as a claimant on the fund and, with other
creditors, awaits the outcome of (and perhaps has some influence on) the failure management
process undertaken by APRA. Ongoing administration costs are minimized and the risks
of expense generating activities by managers of the pool of funds accumulating under a
pre-funded scheme14 are reduced.

Conventional wisdom appears to favor pre-funded schemes, but it is important to be aware
of the key differences between pre and post funded schemes. In fact, at the level of theory,
they are very similar. A pre-funded scheme typically has a target level of reserves (such as
1.25 per cent of insured deposits for the US FDIC), achieved by levying annual premiums
on ADIs until that target level is reached. When depleted by an ADI failure the fund is
built up again from annual premiums on remaining ADIs. A post-funded scheme operates
in essentially the same way except that the target level of funds is zero, with the fund debt
following a failure gradually reduced by levies on remaining ADIs. Unlike a private insurer,
where capital (the fund balance) determines the probability of fund insolvency and ability
to meet claims, a government backed deposit insurance scheme with guaranteed access to
credit and the ability to compulsorily impose future levies on ADIs, does not necessarily
have the same requirements for a minimum capital level.
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From this perspective the main difference is simply that a pre funded scheme involves the
fund managing a stock of assets which would otherwise be retained by and managed by the
individual ADI contributors.15 Ownership of that stock of assets and entitlement to returns
on the assets may vary between the two schemes, but this depends on precise structuring
of the scheme. Macroeconomic asset market consequences of ongoing portfolio choice and
portfolio adjustments involved in financing payouts also might vary, but not necessarily. Both
schemes involve payments by remaining ADIs following a failure to restore the fund to
its desired target level, and there is no reason to expect that a more rapid restoration (and
thus higher annual rate of payment) would be required under one scheme relative to the
other.

What then are the differences between pre and post funded schemes which lead to the
widespread preference for pre funded schemes. One concern is whether risk based premiums
can be applied in the case of a post-funded scheme. In principle, and in practice, there is
no reason to believe that this cannot be done. It would require the regulatory authority
to annually assess and advise ADIs of their current risk grading and implications for levies
(perhaps based on an historical average of risk grades and asset size) should they be required.
Perhaps more relevant, in this regard, is the concern that ADI managers may not be as
sensitive to risk based contingent liabilities as they would be to risk related annual premiums
involving ongoing cash outflows. Assessing the merits of that concern is difficult, but such
behavior is difficult to reconcile with a view of ADI managers as financial sophisticates able
to recognize the essential similarity between the two situations. Although one difference
is that the contingent liability disappears for institutions which have failed, ADI managers
contemplating increased risk taking with increased risk of failure are still faced with the non
zero probability that failure of another institution would leave them exposed to higher levies
because of a higher risk rating.

Another reason for aversion to post funded schemes appears to arise from notions of equity
and fairness. In a post funded scheme no contributions have been received from the failed
ADI prior to its failure. To the extent that failure is driven by external events rather than
excessive risk taking by the ADI in question this concern has little basis. For example, if
a thousand ADIs all operated with economic capital such that the risk of failure was 1 in
500 p.a., there would be an average of two failures p.a. drawn randomly from the population.
Ex post the stakeholders in failed ADIs may lose less than if premiums had been paid prior
to failure and payouts were the same in both cases, but this difference can be resolved by
adjusting the payout arrangements to involve only partial coverage of insured deposits. If on
the other hand, failure reflects increased risk taking relative to the average, the argument may
have some merit. Assuming that regulators could identify such risk taking (as is necessary
if risk based pricing in a pre funded scheme is to occur), this suggests a role for possible
regulatory action such as increased capital requirements. Alternatively, when combined with
concerns about the lack of ADI management sensitivity to risk related contingent liabilities
associated with post funding, it may suggest a role for some small amount of risk related pre
funding.

Also relevant to the choice between pre and post funding is the question of whether there
are resulting differences in the ability of regulators to pursue alternative methods of resolving
troubled institutions. With pre-funding it may be possible to use fund assets to facilitate a
transfer of business of a distressed institution as a least cost resolution method, which may
not be as administratively feasible when post-funding is used. Here a key issue relates to the
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governance arrangements of a scheme and its interaction with the prudential regulator in
decision making regarding the resolution process.

A further consideration relevant to the choice between pre and post funding lies in the
problems in determining appropriate contribution levels in a financial system where failures
have been infrequent such that reliable estimates of the probability of failure and loss given
failure are hard to estimate with confidence. In such circumstances, post funding may have
some advantages in terms of industry acceptability.

On balance, and contrary to international trends, there appears to be a case for a post
funded scheme. Some small amount of pre-funding could be envisaged for reasons discussed
above, although the potential for this to increase administrative costs needs to be recognized.

5. CONCLUSION

Judged by the history of the past seventy years, in which no Australian depositor has lost
money from an ADI failure, it might be thought the performance of the existing regulatory
structure and safety net indicate no need for the introduction of deposit insurance in Australia.
However, to adopt that view is to ignore the possibility that the existing system has imposed
costs which could be reduced by an alternative approach. Such costs include the possible
distortions to competitive neutrality resulting from implicit guarantees, their effects on market
discipline, and contingent (and in some cases actual) obligations for taxpayers.

Nevertheless, the alternative of a limited deposit insurance scheme is not without potential
costs including redistributional effects due to errors in pricing, administrative costs, and
moral hazard. However, it has been argued here that careful scheme design, allied with the
institutional and regulatory structure of the Australian financial sector can reduce such costs
and tip the balance in favor of introducing an explicit scheme.

To some commentators, the heavily skewed distribution of the ADI industry in which four
major banks hold 66 per cent of ADI assets is seen a potential impediment to an effective
scheme. However, concerns that such size differences create excessive concentrations of
risk and thus prevent the operation of a fairly priced deposit insurance scheme incorrectly
associate asset size with risks imposed on a scheme which provides limited insurance of a
subset of (deposit) liabilities.

On balance, it appears that a post funded scheme has some advantages over a pre funded
scheme in the Australian context—although (it has been argued) many of the oft-claimed
differences are more imagined than real. These advantages include minimization of admin-
istrative and compliance costs in an environment where failures are expected to be few and
far between. Also important, however, is the likelihood of less industry opposition to a post
funded scheme in which risks of growth of bureaucracy and concerns about the setting
of unfair premiums (given uncertainty about true insurance costs) are reduced. Given the
conspicuous lack of support for (and in many cases strong opposition to) introduction of an
explicit scheme by senior executives in the Australian ADI industry, the fact that, on close
examination, many of the perceived differences between pre and post funded schemes are
imaginary is a blessing in disguise.

ENDNOTES

1. I would like to take this opportunity to thank the officers of the Australian Treasury, Reserve Bank of Australia,
and Australian Prudential Regulation Authority who worked with me on the Study of Financial System Guarantees
(Davis, 2004) on which this chapter is based.
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2. HIH only operated in those markets in the states where private rather than government insurance was possible.
3. A recent perspective from the Reserve Bank of New Zealand on the rationale for the absence of deposit

insurance in New Zealand can be found at http://www.rbnz.govt.nz/banking/Regulation/0154814.html
4. For the definition of a bank’s domestic book see http://www.apra.gov.au/Statistics/Monthly-Banking-Statistics.

cfm
5. This provision does not apply to branches of foreign banks.
6. The banks referred to are ING Australia and Elders Rural Bank respectively. Source: APRA Monthly Banking

Statistics, http://www.apra.gov.au/Statistics/Monthly-Banking-Statistics.cfm
7. Kane and Kaufman (1993) provide an analysis.
8. Details of the changes made in the Australian Prudential Regulation Authority Amendment Act 2003 can be

found in APRA (2003).
9. APRA has a range of failure management powers including directions powers, external administration pow-

ers, compulsory transfer of business powers, and the ability to apply to the Federal Court for wind-up and
appointment of a liquidator who would be subject to direction by the court.

10. Another tendency has been to provide compensation to individuals who face losses from lack of (or under)
insurance following bushfires and other natural disasters.

11. See Davis (2004, Appendix 4.3) for details.
12. It is, of course, possible that governments may choose to bail out uninsured depositors, thus weakening the

force of these arguments.
13. See http://www.apra.gov.au/aboutAPRA/
14. In a pre funded scheme, ADIs are charged regular premiums to build up a stock of fund reserves out of which

payments to insured depositors can be made in the event of a failure.
15. In both cases, ADIs have contingent liabilities to make future payments as determined by the scheme manager

which are necessary to restore the fund to its target balance.
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6. GLOBALIZATION AND THE GROWTH OF INTERNATIONAL
STOCK EXCHANGES

WILLIAM L. MEGGINSON AND NATALIE L. SUTTER

1. INTRODUCTION

Recent economic research shows that large, efficient capital markets promote rapid economic
growth. Research by Levine (1997), Demirgüç-Kunt and Maksimovic (1998), Levine and
Zervos (1998), Rajan and Zingales (1998), Subrahmanyam and Titman (1998), Beck, Levine,
and Loayza (2000), Henry (2000a and b), Wurgler (2000), Bekaert and Harvey (2000), and
others have documented a direct link between capital market development and economic
growth.

Capital market-based finance has been increasing in importance, both absolutely and
relative to financial intermediary-based finance, in developed and developing countries over
the past two decades. Capital markets are winning the contest with financial intermediaries to
become the dominant sources of external financing for companies throughout the developed
world. Capital markets seem likely to dominate the future of corporate finance in both
developed and developing countries.

While experience and observation have driven much of the reassessment of the optimal
role of capital markets in capital finance, academic research has also been important since
it now strongly favors capital markets over banks. The most important paper in the stream
of research documenting that capital markets are essential for good corporate governance
is the influential survey article by Levine (1997). Additional papers by Levine and Zervos
(1998), Rajan and Zingales (1998), Demirgüç-Kunt and Maksimovic (1998), Henry (2000b),
and Bekaert and Harvey (2000) all provide direct or indirect support for the capital market
optimality hypothesis. The “law and finance” literature developed by La Porta, López-de-
Silanes, Shleifer, and Vishny (1997, 1998, 2000, and 2002) also emphasizes the importance of
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Figure 1. World Stock Market Valuation, 1983–July 2004

Data Sources: 1983–1999, the World Bank/International Finance Corporation’s Emerging Markets Factbook
(various issues), Washington, DC; 2000–2004 data from the Statistics section of the World Federation of
Exchange’s website (www.world-exchanges.org).

legal protection for investors in developing national stock and bond markets. Other empirical
studies of the impact of financial development on economic growth have documented that
the size of the financial system (banks and capital markets) is not as important for growth as
is the system’s efficiency. Therefore, we examine not only the magnitude of stock market
but also the dynamics in liquidity, measured by the turnover ratio.

In this chapter, we look at the raw data as well as the academic literature in an effort to
explain the rapid growth and subsequent decline of the value of stock markets around the
world over the past two decades. We now turn to documenting the astonishing rise of capital
market-based financing since the early-1980s.

2. THE RISE OF CAPITAL MARKETS SINCE THE EARLY-1980s

Table 1 describes the growth in stock market capitalization and the value of shares traded on
the world’s stock exchanges over the 20-year period from 1983 to 2003. Figure 1 expresses
graphically the growth in market capitalization over the same period. These years encom-
passed a period of very rapid growth in the capitalization of markets in every country except
Japan. Over this period, global stock market capitalization reached an astonishing $37 trillion
in early 2000. After March 2000, however, the total market capitalization of the world’s stock
exchanges declined by a third, to about $22.7 trillion by the end of 2002. Since then, world
market capitalization has rebounded some, reaching $31 trillion at the end of 2003.

Total world market capitalization increased over ten-fold (to $36 trillion) between 1983
and year-end 1999, and the total market capitalization of the US market increased almost
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nine-fold (from $1.9 trillion to $16.6 trillion) over the same period. The growth in markets
outside the United States was even greater. The total capitalization of non-US stock markets
increased twelve-fold between 1983 and 1999, rising from $1.49 trillion to almost $19.4 tril-
lion. The total market capitalization of developing country stock exchanges increased by
36 times between 1983 and 1999, rising from a mere $83 billion to $3 trillion over that
sixteen year period. Between early 2000 and year-end 2002, all markets fell in value, with
the economies of Western Europe falling by 38 percent and Japan falling by 55 percent.
Between year-end 2002 and year-end 2003, all markets rebounded somewhat, to above their
year-end 2001 levels, with total world market capitalization almost reaching its year-end
2000 level.

As impressive as the rise in market capitalization between 1983 and 1999 was, trading
volumes increased even more. The total value of shares traded worldwide increased over
twenty-five-fold between 1983 and 1999, rising from $1.2 trillion to $31 trillion. Volume
then increased an additional 64 percent during 2000, reaching an incredible $51 trillion, or
roughly 145 percent of global GDP. As before, non-US markets experienced the greatest
increases (except during 2000), with the value of shares traded on markets in developing
countries rising from a mere $25 billion in 1983 to almost $3.9 trillion at the end of 2000.
This 156-fold increase in market liquidity was probably largely due to two factors: the
increasing popularity of “emerging market” investing among Western investors, particularly
institutional investors such as pension and mutual funds, and the impact of large scale share
issue privatization programs. Between 2000 and 2002, trading volumes declined worldwide,
as did market capitalization. However, value traded has not rebounded as much as market
capitalization in the past couple of years.

Table 2 measures the rise of stock market capitalization and trading volumes by expressing
them as a percentage of national and world gross domestic product. The aggregate market
capitalization of the world’s stock markets increased from 48.0 percent of global GDP in
1990 to 105.1 percent in December 2000. Even taking account of the subsequent decline
in value to three-fourths of world GDP at the end of 2002, the past dozen years have
witnessed dramatic growth in stock market valuation relative to global output. These overall
figures hide even more dramatic individual stories, regarding both absolute valuation levels
and rapid increases in relative valuation. Examples of strikingly high ratios of stock market
capitalization to GDP in 2000 were found in the United States (154 percent), South Africa
(163 percent), Singapore (166 percent), the Netherlands (176 percent), the United Kingdom
(182 percent), Switzerland (331 percent), and Hong Kong (383 percent). Equally revealing
are countries with relatively low valuation ratios, including Japan (65 percent), Germany
(68 percent), Italy (72 percent), and most developing countries. Examples of countries that
experienced dramatic increases in market capitalization relative to GDP between 1990 and
2000 include China (0.5 to 54 percent), Brazil (3.5 to 38 percent), Israel (6.3 to 58 percent),
Australia (35 to 96 percent), Italy (14 to 72 percent), Spain (22 to 90 percent), France
(26 to 112 percent), Sweden (41 to 144 percent), and Switzerland (70 to 331 percent). These
stock market valuation increases over this period far exceeded any comparable growth in
corporate profits or national output, and instead reflect a fundamental reassessment of the
value of a nation’s common equity. The fact that all of these countries, except Switzerland,
executed very large share issue privatization programs suggests that these programs have
played a significant role in promoting stock market development.
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Table 2. Stock Market Capitalization, Trading Volume and Turnover as a Percent of GDP, 1990 vs 2000 vs. 2002

Turnover Ratio
Market Capitalization Volume of Shares Traded (Value shares traded

as % of GDP as % of GDP as % of capitalization)

Country or Region 1990 2000 2002 1990 2000 2002 1990 2002

Low Income 19.8% 23.6% 22.6% 4.7% 32.8% 17.8% 53.8% 159.1%
Middle Income 21.2 41.2 35.3 8.0 37.7 16.0 78.3 49.2

Argentina 2.3 58.3 100.9 0.6 2.1 1.3 33.6 2.2
Brazil 3.5 38.0 27.4 1.2 17.0 10.7 23.6 35.0
Chile 45.0 85.6 74.2 2.6 8.6 4.9 6.3 7.4
China 0.5 53.8 36.6 0.2 66.8 26.3 158.9 85.7
Egypt 4.1 29.1 29.0 0.3 11.3 2.8 – 16.1
Hungary 1.5 26.3 19.9 0.3 26.6 9.0 6.3 46.5
India 12.2 32.4 25.7 6.9 48.4 38.6 65.9 225.8
Indonesia 7.1 17.5 17.3 3.5 9.3 7.5 75.8 42.0
Israel 6.3 58.1 43.8 10.5 21.2 53.3 95.8 51.7
Korea 43.8 32.5 52.2 30.1 121.3 166.2 61.3 303.3
Malaysia 110.4 130.4 130.7 24.7 65.2 29.1 24.6 17.5
Mexico 12.5 21.8 16.2 4.6 7.9 4.4 44.0 31.6
Philippines 13.4 69.0 50.0 2.7 11.0 4.0 13.6 14.8
Russian Federation 0.0 15.5 35.8 – 8.1 10.4 – 30.1
South Africa 122.8 162.8 177.5 7.3 61.6 75.6 – 78.9
Thailand 28.0 24.1 36.3 26.8 19.0 37.5 92.6 98.2
Turkey 12.6 34.8 18.5 3.9 89.6 38.5 42.5 163.4
Venezuela 17.2 6.7 4.2 4.6 0.6 0.1 43.0 6.4

High Income 51.7 120.6 83.4 31.4 181.1 145.2 59.5 148.0
Australia 35.2 95.6 93.1 13.0 58.0 72.0 31.6 77.2
Hong Kong, SAR 111.5 383.3 286.7 46.3 232.3 130.4 43.1 43.5
France 25.9 111.8 67.6 9.6 83.7 65.3 – 88.0
Germany 21.0 67.8 34.6 29.7 57.1 62.1 139.3 140.5
Italy 13.5 71.5 40.3 3.9 72.5 45.6 26.8 109.1
Japan 95.6 65.2 53.2 52.5 55.6 39.4 43.8 71.0
Netherlands 40.6 175.6 96.1 13.6 185.7 110.6 29.0 123.7
New Zealand 20.5 37.3 37.1 4.5 21.6 12.8 17.3 38.3
Singapore 93.6 165.7 117.2 55.3 99.2 64.5 – 39.3
Spain 21.7 90.3 70.7 8.0 176.5 155.3 – 211.1
Sweden 41.1 144.4 73.7 7.4 171.6 90.9 14.9 96.2
Switzerland 70.1 330.5 207.1 29.6 254.1 245.6 – 100.5
United Kingdom 85.9 182.2 119.0 28.2 129.7 173.7 33.4 135.4
United States 53.2 153.5 106.4 30.5 323.9 244.4 53.4 202.5

Europe EMU 21.6 89.9 52.4 14.2 83.1 67.4 – 123.2
World 48.0 105.1 74.6 28.5 153.8 122.8 57.2 131.9

Source: World Bank Group. 2004. World Development Indicators 2004. Washington, DC.

Table 2 also presents two measures of stock market volume for these same countries
and regions. The first, volume of trading as a percent of GDP, simply measures the total
value of shares traded as a fraction of GDP, while the turnover ratio is defined as the total
value of shares traded during a year divided by prior year-end market capitalization. Both
ratios show that market liquidity exploded between 1990 and 2000 (measured by trading
volume) and between 1990 and 2002 (turnover). The volume of trading increased almost
six-fold between 1990 and 2000 for the world as a whole (from 29 to 154 percent of world
GDP) and for high-income countries (from 31 to 181 percent), while volume of trading
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increased almost eight-fold (from 4.7 to 33 percent of GDP) for low-income countries.
Several middle-income countries witnessed truly spectacular increases in trading volumes,
including China (0.2 to 67 percent of GDP), South Africa (7.3 to 62 percent), Turkey (3.9 to
90 percent), and Korea (30 to 121 percent). As impressive as these gains are, however, they
are dwarfed by the rise in trading volumes in developed economies such as the Netherlands
(14 to 186 percent of GDP), Spain (8 to 177 percent), Sweden (7.4 to 172 percent), Hong
Kong (46 to 232 percent), Switzerland (30 to 254 percent), and the United States (31 to
324 percent). From 2000 to 2002, these gains fell somewhat, with world trading volume as a
percent of GDP falling from 154% to 123%, with each income group of countries falling by
similar percentages. Low income countries fell from 33% to 18%. The middle income group
fell from 38% to 16%, and high income countries’ trading volume as a percent of GDP fell
from 181% to 145%.

The trading volume measure is obviously inflated by the dramatic increase in average stock
values between 1990 and 2000, so the turnover ratio is perhaps a better measure of the true
increase in the frequency of trading and thus the true liquidity of a nation’s stock market.
This measure, not surprisingly, shows a much smaller increase than does the value of shares
trading, though the ratio more than doubles between 1990 and 2002 for the world and
for both low-income and high-income countries. Additionally, several individual countries
experienced dramatic increases in turnover, although other countries see a net decline.
In these cases, share valuations increased sharply, increasing the value of shares traded, but
the frequency of trading either remained constant or fell. However, most large countries
experienced significant increases in the turnover ratio, with the most notable increase being
that of the United States, where the value of shares traded as a percent of prior year’s
capitalization increased from 53 to 202.5 percent. In summary, the Great Bull Market of the
1990s dramatically increased the overall capitalization and volume of trading of the world’s
stock markets, and much of the growth that occurred between 1990 and 2000 remains intact
today.

Another way of measuring the rise of capital markets is to examine whether their share
of annual corporate financing activity has grown relative to that of other sources of funding.
Table 3 details the phenomenal growth in the total value of securities issuance over the
period 1990-2002. This table clearly shows that the annual volume of global security issues
has surged over the past dozen years, both worldwide and in the United States. Worldwide
offerings of debt and equity securities totaled $504 billion in 1990 (and barely $300 billion
in 1988); by 2001, this figure had increased eight-fold to $4.11 trillion, before dropping
slightly to $3.90 trillion in 2002. And these figures do not include privatizations, since these
are almost always secondary issues that do not raise capital for the firm itself. Even though
security offerings by United States issuers accounted for two-thirds or more of the global
total throughout this period, that still implies that non-US security issues increased from
$191 billion in 1990 to $1.20 trillion in 2001 (and $1.12 trillion in 2002). Such a massive
increase in global security issuance is unprecedented in modern financial history, though
domestic bond issues often surge during major wars. The rise in non-US offerings also
completely dwarfs the increase in bank financing since 1990.

We conclude this examination of the growing importance of capital markets by briefly
summarizing the most incredible increase in the total volume of merger and acquisition
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activity that occurred between 1990 and 2000. The total value of announced mergers and
acquisitions on US stock markets rose from less than $200 billion in 1990 (and less than
$160 billion in 1991) to over $3.45 trillion in 2000. Even though the 1980s were considered
a very active period for M&A, the 1990s dwarfed that decade’s total as well as any other
in American history. The total value of M&A for the decade topped $5 trillion, with two-
thirds of that occurring in 1998 and 1999 alone. While takeovers have always played an
important role in the United States, the rise in M&A activity in Europe during the 1990s
was even more dramatic. From less than $50 billion annually in the late-1980s, the total
value of M&A involving a European target reached $592 billion in 1998, before more than
doubling to $1.22 trillion in 1999—rivaling the US total. As noted, the global value of M&A
activity in 2000 reached $3.45 trillion, or about ten percent of world GDP. As with market
capitalization, the total value of M&A activity in the United States and other developed
economies has contracted sharply since 2000, though 2002’s global total of $1.2 trillion
was still the fifth most active year in history. If and when stock valuations recover to early
2000 levels, it seems likely that M&A activity will once more take off.

3. PRIVATIZATION’S IMPACT ON STOCK MARKET GROWTH

Privatization programs have significantly, often dramatically, impacted the development of
most non-US stock markets. Share issue privatizations have also truly transformed share
ownership patterns of investors in many different countries.

While it is very difficult to establish a direct, cause and effect relationship between SIP
programs and stock market development, indirect evidence suggests that the impact has
been very significant. At the end of 1983, the total market capitalization of the handful of
British, Chilean, and Singaporean firms that had been privatized by then was far less than
$50 billion. By the end of May 2000, the 152 privatized firms listed in either the Business
Week “Global 1000” ranking of the most valuable companies in developed-nation stock
markets or in the Business Week “Top 200 Emerging Market Companies” ranking had a
total market capitalization of $3.31 trillion. This was equal to approximately 13 percent of
the combined market capitalization of the firms on the two lists, but was equal to over
27 percent of the non-US total. This is because American firms accounted for 484 of the
Global 1000 firms—and $13.1 trillion of the $23.9 trillion Global 1000 total capitalization in
May 2000.

The total valuation of privatized companies fell sharply during 2001 and 2002, declin-
ing to $2.83 trillion in May 2002. However, the valuations of non-privatized companies
declined even more, to $17.74 trillion. By May 2003, the total valuation of the 195 priva-
tized firms on the two Business Week lists had rebounded to $3.24 trillion, but the value of the
1005 non-privatized companies on the combined 2003 lists continued to decline, falling to
$14.58 trillion. Therefore, the privatized companies significantly increased their proportional
share of year 2003 global stock market value from 14.5 to 18.2 percent, and raised their share
of the non-US total valuation increased even more, from 30.4 percent to 38.6 percent. By
May 2004, the Global 1000 list contained 151 privatized companies, worth $3.175 trillion.
These companies comprised 15% of the Global 1000 companies’ total market valuation of
$21 trillion. This implies that investors who purchased privatization share offerings have fared
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Table 4. Market Values of the Largest Publicly-Traded Privatized Firms
Stock market value of the 35 most valuable (largest market capitalization) publicly-traded privatized firms as of
May 31, 2004. Data are from Morgan Stanley Capital International, as reported in “The Business Week Global
1000,” Business Week ( July 26, 2004). Emerging market companies are in italics. National stock market valuations
are from the May 2004 total market values (except France and the Netherlands, which are the June 2003 total
market values) found on the World Federation of Exchanges website (www.world-exchanges.org).

Global Market Market value
1000 Country value US$ as % national

Company Country rank rank millions market

BP Great Britain 7 1 $193,054 7.80%
Total France 23 1 122,945 12.42
NTT DoCoMo Japan 32 2 92,165 2.86
ENI Italy 37 1 82,072 13.49
Nippon Telegraph & Telephone Japan 40 3 79,016 2.45
Telefonica Spain 45 1 72,078 10.02
Gazprom Russia 47 1 70,784 Na
Deutsche Telekom Germany 48 1 70,535 6.91
Aventis France 59 2 63,654 3.79
France Telecom France 64 3 59,284 3.53
China Mobile (Hong Kong) China (HK) 70 1 56,664 8.05
BNP Paribas France 71 4 55,724 3.32
Enel Italy 86 2 49,606 8.16
E.ON Germany 89 4 48,116 4.71
ING Groep Netherlands 92 2 46,576 13.90
TIM (Telecom Italia Mobiliare) Italy 93 3 46,528 7.65
Banco Bilbao Vizcaya Argentaria Spain 102 3 44,844 6.24
Telefonica Moviles Spain 103 4 44,580 6.20
Telecom Italia Italy 105 4 43,987 7.23
Telestra Australia 112 2 42,264 7.21
Societe Generale France 126 7 37,198 2.22
Axa France 131 8 36,612 2.18
Credit Agricole France 132 9 36,276 2.16
Assicurazioni Generali Italy 147 5 33,143 5.45
National Australia Bank Australia 149 3 32,465 5.54
Unicredito Italiano Italy 159 5 29,619 4.87
Commonwealth Bank Australia Australia 162 5 29,291 5.00
BT Group Great Britain 164 14 28,903 1.17
Statoil Norway 172 1 27,568 26.31
Petrobras Brazil 177 1 27,181 14.02
Repsol YPF Spain 182 5 25,926 3.60
Surgutneftegas Russia 183 2 25,849 Na
RWE Germany 194 10 24,657 2.42
National Grid TransCo Great Britain 196 17 24,398 0.99
Banca Intesa Italy 201 7 24,059 3.96

much better since March 2000 than have investors in other types of companies, for whom
this has been a financially painful period indeed.

It is almost certainly the case that privatized firms have had an even greater impact on
the development of non-US stock markets than these aggregate numbers suggest, because
they are generally among the largest firms in these markets. The largest privatized firms by
themselves often account for sizeable fractions of the total capitalization of national stock
markets, even in advanced economies such as Italy (13.49 percent and 8.16 percent for the
two largest firms), Spain (10.02 percent), the Netherlands (13.90 percent), and Australia
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(7.21 percent). In emerging markets such as Mexico (14.86 percent), China (8.05 percent),
Brazil (14.02 percent), and Russia, individual privatized firms often account for very large
fraction of the total national market capitalization.

Tables 5 and 6 present similar rankings for the non-US firms in the two Business Week
lists, but details which of the ten most valuable companies in a nation’s stock market are
privatized firms. These tables clearly reveal the relative importance of SIPs in most non-US
stock markets. Privatized firms are the most valuable companies in 12 of the 21 developed
markets on the Global 1000 list and in 12 of 20 Top 200 Emerging Markets. Privatized
companies have the highest market values in four of the largest non-US markets—Britain,
France, Germany, and Italy—as well as in three of the largest emerging markets—China,
India, and Brazil. They are the second most valuable firms in Finland, Taiwan, South Africa,
and Malaysia. Privatized companies are the first and second most valuable companies in two
countries, Brazil and Indonesia, and they occupy the three (or more) top slots in France,
Italy, Norway, Portugal, China, Russia, India, Poland, Hungary, and the Czech Republic.

In an attempt to measure what part of the increased liquidity of world stock markets is
driven by privatization, Boutchkova and Megginson (2000, henceforth B&M) generate the
turnover ratios for individual markets and regress these on the number of privatization deals
for each country in a particular year. B&M specifically pick the turnover ratio, defined as the
total value of trading divided by prior year-end total market capitalization, as their measure
of stock market liquidity because it reflects increases in both the value of shares traded and the
stock market capitalization measures—rather than just measuring absolute growth in trading
volume. In other words, it is a conservative measure of the growth in liquidity. Furthermore,
as Levine and Zervos (1998) point out, liquidity is one of the few robust stock market-based
predictors of long-run economic growth.

B&M find that each privatization deal leads to a 2.3 percent increase in a national market’s
turnover ratio in the first post-divestment year, and a 1.7 percent increase the following
year. Even with these strong results, B&M cannot show econometrically that privatization
programs have been the primary cause of the growth, documented above, in the liquidity
of stock and bond markets outside the United States. Conventional causality tests require
a system of equations specifying the precise relationship between market liquidity and the
scale and format (asset sale versus share offering) of privatization programs. Absent such a
fully developed model of the privatization/market development relationship, they implicitly
assume that privatization is exogenous to the level of stock market development, yet this
seems unlikely to be completely true. In fact, Megginson, Nash, Netter, and Poulsen (2004)
show that a government’s decision to privatization is exogenous to the level of stock market
development. This implies that governments choose share offerings as a means of developing
their stock markets. On the other hand, B&M’s sample consists only of countries with suffi-
ciently liquid markets to allow governments to employ share offerings as their privatization
method, so by construction they only examine the effect of privatization on stock market
liquidity after some critical level of liquidity has been reached. Thus the decision to privatize,
conditional on that critical level of market development, can be assumed to be independent
of liquidity. Given that privatization is exogenous in our setting, and the significance of the
privatization coefficients in the liquidity regression estimates, B&M conclude that privati-
zation improves stock market development. A more general framework, where all countries
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are in the sample regardless of their level of financial development, and where both market
liquidity and the privatization decision are modeled endogenously, would provide more
rigorous conclusions, but must await future researchers.

One aspect of privatization programs which has to date attracted surprisingly little academic
interest is its observed ability to massively increase the total number of shareholders in a
country. In many cases, a single privatizing share issue will yield over 1,000,000 shareholders,
usually in countries with little tradition of share ownership by individual investors. In fact,
governments explicitly design SIP offers to attract individual citizen/investors, and they favor
certain groups (especially the employees of companies being privatized) with preferential share
allocations and pricing. Many governments have also voiced a desire to promote an “equity
culture” amongst their citizenry—meaning a greater willingness to support entrepreneurship
through share ownership—as one of the chief rationales for adopting privatization programs.
B&M therefore examine the pattern of share ownership in privatized firms, and also study
how this ownership structure evolves over time.

The fact that governments are able to entice large numbers of investors to return for
subsequent share offerings suggests that share issue privatization programs are indeed creating
stock markets capable of absorbing large new stock issues, just as the governments had
hoped.

4. INVESTOR PROTECTION AND GROWTH OF STOCK MARKETS

While several authors have commented on the importance of legal systems to effective cor-
porate governance, the works of La Porta, Lopez-de-Silanes, Shleifer, and Vishny (hereafter
LLSV) have had unprecedented impact due to their number and the fact that the papers have
been published in very prestigious academic journals. Using a sample of 49 countries, LLSV
(1997) show that countries with poorer investor protection—measured both by the character
of legal rules and the quality of law enforcement—have smaller and less liquid capital markets.
This is true for both debt and equity markets, suggesting that stock and bond markets are
complements rather than supplements, and both require the proper legal infrastructure to
reach maturity. LLSV (1997) also show that French civil law countries offer much poorer
investor protection than do common law countries, and LLSV (1998) describe why this is so.
They examine the investor protection characteristics of the world’s four basic legal systems
(English common law, French civil law, German civil law, and Scandinavian law), and find that
the common law countries offer by far the greatest protection to non-controlling investors.
Further, LLSV (1998) document (and provide a rationale for) the fact that ownership con-
centration is highest in countries offering poor investor protection, which is consistent with
the idea that small, diversified shareholders are unlikely to be important in countries that
fail to protect outside investors. In a specific investigation of the ownership structures of the
largest publicly traded companies in the world’s developed economies, La Porta, Lopez-de-
Silanes, and Shleifer (1999) show that dispersed ownership structures are common only in
the U.S., Japan, and Britain. Effective family control over even the largest companies, often
exercised through pyramidal share ownership structure, is the norm everywhere else. La Porta
(2000) also find that dividend policies in different nations are related to the agency costs of
different ownership structures. Table 7 reproduces key results from LLSV (1997) showing the
impact of a nation’s legal system on economic growth and financial market size and depth.
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Empirical studies by LLSV and others support their proposition that a nation’s legal system
influences the optimal ownership structures of publicly listed companies, and that ownership
structure “matters.” La Porta (1999) find that the size of a nation’s government is related to
its efficiency, honesty (the legal system again), and the demographic make-up of its citizenry.
LLSV (2002) document that countries with the greatest legal protection for investors also
assign the highest valuation to publicly-traded shares. The clear implication of this find-
ing is that individual investors are more willing to entrust their savings to capital market
investments when they are confident that their wealth will not be expropriated by insiders.
Demirgüç-Kunt and Maksimovic (1998) show that in countries whose legal systems score
high on an efficiency index, a greater proportion of firms use long-term external financing.
Since their measure of efficiency is different from LLSV’s, the results are not a direct test
of the LLSV hypothesis that common law countries offer better investor protection than
civil law countries (especially since France receives higher efficiency scores than Britain).
Nonetheless, Demirgüç-Kunt and Maksimovic document that an active stock market and
large banking sector are associated with externally financed firm growth, and that companies
in countries with weak financial sectors are unable to fund maximum achievable growth.
Finally, though Coffee (1999) takes issue with LLSV’s focus on the transcending importance
of a nation’s system of corporate law—he emphasizes differences in national securities laws
and regulations—he agrees that the commercial legal system is a vitally important part of an
effective corporate governance system.

The past three decades have witnessed a nearly incredible increase in the liquidity and effi-
ciency of capital markets in the United States, Great Britain, Switzerland, and the Nether-
lands. Most other countries have experienced far less dramatic growth in trading volume
and securities issuance volume (though capitalization has increased comparably). Not coin-
cidentally, the four countries listed above all have large funded (private) pension systems and
the largest number of active institutional investors, especially pension funds. These investors
bring a number of active institutional investors, especially pension funds. These investors
bring a number of significant strengths to the market with them. They are sophisticated
financial analysts, they command significant (often vast) resources, and they have the clout
to demand that corporate managers perform effectively and attend to shareholders’ inter-
ests. Countries wishing to develop an effective corporate governance system should both
encourage the growth of domestic institutional investors and attract participation by foreign
institutions.

5. CONCLUSION

Recent financial history can be encapsulated in a phrase: the rise of global capital markets.
Our research documents the following key points: (1) the fraction of total domestic credit

provided by the banking sector, as a percent of GDP, has increased only modestly since
1990 for the world as a whole, as well as for most major country groupings. During the
1990-2000 period, stock market capitalization as a percent of GDP increased from 48 to 105
percent for the world as a whole, though it has declines by perhaps a third since then, and from
52 to 121 percent for high income countries. (2) Share issue privatizations (SIPs) contributed
significantly to the nearly eleven-fold increase, from $3.4 trillion to $35.0 trillion, in the total
capitalization of the world’s stock markets that occurred between 1983 and 2000. During
that same period, the aggregate valuation of SIPs grew from less than $50 billion to over



74 William L. Megginson and Natalie L. Sutter

$3.3 trillion—about 13 percent of the world’s total, but over 27 percent of the non-U.S. total.
Though the aggregate valuation of the world’s stock markets declined to about $18 trillion
by year-end 2002, privatized firms have fared much better than other companies and they
now account for a significantly higher fraction of total non-U.S. market value (38.6 percent
in May 2003) than in 2000. SIPs also played a significant role in the even more dramatic
increase in global stock market trading volume, from $1.23 trillion in 1983 to $33.1 trillion in
2002. (3) Privatizations have significantly improved stock market liquidity during the last ten
years. On average, each additional privatization deal is associated with a 2.3 percent increase
over the first year and a 1.7 percent increase over the second year in the turnover ratio of the
respective stock market.

From 1990 to 2000, stock markets all over the world increased in value (measured both
by market capitalization and trading volume, in absolute measures, and when standardized
by GDP) at an unprecedented rate. The large number of SIPs and the large number of new
investors these privatizations bring to the market are largely responsible for this increase,
especially in the developing markets. But following 2000, the world markets again fell in
tandem. There was no massive government takeovers of private firms, so what was the
cause of this decline? It is a testament to the increasingly global nature of capital markets
and national economies. Recessions or economic downturns are no longer felt by only the
country (and possibly its neighbors). They have become global events.
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7. GLOBALIZATION OF THE BOND AND STOCK MARKETS: THE JAPANESE
CASE—AN INTERNATIONAL PERSPECTIVE

IOANA ALEXOPOULOU, GABE DE BONDT, AND ADRIAN VAN RIXTEL1

1. INTRODUCTION

By almost any economic standard, the post-war economic development of Japan can be
characterised as a success. In particular during the second half of the eighties, this success gave
rise to many publications which declared Japan the new economic and financial superpower
of the world (van Rixtel, 2002). Especially with respect to financial services, Japan was
increasingly perceived as a threat, as its banks established important positions in overseas
markets and the behaviour of Japanese investors could determine the success or failure of
sovereign paper auctions in many parts of the world (Burstein, 1988; Viner, 1988; Düser,
1990). The globalization of Japanese finance started to become a topic of intense academic
discussion. After the “first wave” of Japanese goods such as television sets and cars flooding
foreign markets, a “second wave” of Japanese financial services and even a “third wave”
consisting of the advance of Japanese financial conglomerates abroad were observed (Wright
and Pauli, 1987; van Rixtel, 1989).

However, with the economic and financial crisis that took hold of Japan during the
past 15 years or so, the financial globalization of Japan became less of an issue, as Japanese
policymakers concentrated first and foremost on domestic issues. Possibly the major exception
was the introduction of the “Big Bang” deregulation package towards the end of the nineties,
which incorporated certain reform measures aimed at improving the position of Tokyo
as an international financial centre. As a result of the collapse of the “Bubble” economy,
Japanese banks became saddled with huge amounts of non-performing loans and in effect
many retreated from overseas markets. The parallel fall in stock prices reduced significantly
the interest of foreign investors to invest in Japan. The turnabout in Japan’s economic and
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especially its financial fortunes became reflected in a growing number of publications that
doubted the “superpower” status of the Japanese financial system (Wood, 1993; Dattel, 1994;
van Rixtel, 1997; Katz, 1998; Posen, 1998).

As history always takes its turn, the recent economic and financial stabilisation of Japan
seems to have changed the strong inward focus of Japan’s policymakers, financial institutions
and markets during the crisis years to a somewhat more outward oriented look. In other
words, there appears to be renewed interest in the globalization of the Japanese financial
system and the position of Tokyo as an international centre of finance (Ministry of Finance,
2003; Japan Center for International Finance, 2004). Therefore, in our view, it seems to
be the right moment to address the process of globalization in relation to Japan’s financial
markets in both qualitative and quantitative terms.

Globalization has always been a topic of high interest to policy makers, economists, and
academics, but particularly in the past few years, it has been at the centre of heated debates
(Stiglitz, 2002; Wolf, 2004). In our view, globalization can be defined as the expansion
of domestic markets and activities into a world-wide system (Rutherford, 2002). Today,
globalization means that increasingly economic activity takes place within world-wide mar-
kets, often electronically. Globalization encompasses the internationalisation of products and
services by firms. It has enabled investments in financial markets to be carried out on an
international basis and has come about as a result of major improvements in computer and
telecommunication technology and important deregulation processes. In general, it appears
that countries that take advantage of free movements of goods and services, capital and labour,
can thrive on aggregate activity. However, sound macroeconomic policies are necessary and
consequences for financial markets and financial stability need to be closely watched (Bordo,
2002; Wolf, 2004). Not surprisingly, globalization, and particularly financial globalization,
has received considerable attention from central bankers (Matsushita, 1996; Greenspan, 1998;
Issing, 1997; Trichet, 2004).

This chapter focuses on the impact of globalization on the bond and stock markets, the
two most important financial markets, from a predominant Japanese perspective. The case
of Japan is compared with that of the United States and Germany. These three industrialised
economies had the three most important floating exchange rates in the post-Bretton Woods
era. In addition, they are the three biggest economies and visible traders of the world (The
Economist, 2004). For example, Japan, the United States and Germany together accounted
for around 30% of world exports in 2003.

We start with a selective review of globalization studies and follow with some key facts
of financial globalization in Japan, followed by the United States and Germany. Our focus is
particularly on Japan, and consequently we discuss in much greater detail the globalization
of its financial markets. On the basis of a number of indicators, we show that, from a more
structural perspective, the globalization of the Japanese financial system has been stalled to
some extent in recent years. However, the empirical analysis based on the movement of
bond and stock market prices shows that the Japanese bond and stock markets have been
significantly affected by globalization. The worldwide process of globalization of the bond
and stock markets is for around 50% reflected in domestic developments in the Japanese bond
and stock markets. The impact of globalization on financial markets in Japan is found to be
somewhat less than in the United States and Germany. Our results suggest that globalization
has particularly occurred directly after the collapse of the Bretton Woods system in the stock
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market and some time later in the bond market. These findings imply that globalization had,
has and will have an impact on the most important financial asset prices not only in Japan,
but in the US and Germany as well and thus on economic growth in these countries.

2. GLOBALIZATION STUDIES

This section describes a selective review of recent studies on financial market globalization.2

We describe the main findings of the literature examining the globalization of financial
markets, in particular financial liberalisation and integration, and its impact on economic
growth.

While ample evidence exists that financial liberalisation and integration positively affect
economic growth, this relation is not in all cases robust (Klein and Olivei, 1999; Levine, 2001;
Edison et al., 2002a and 2002b; McLean and Shrestha, 2002; Agenor, 2003; Kaminsky and
Schmukler, 2003; Klein, 2003; Fratzscher and Bussiere, 2004). There is some evidence that
the positive impact of globalization is conditional upon the existence of relatively developed
domestic financial institutions and a sound macroeconomic policy. For example, Bailliu
(2000) finds evidence that capital inflows foster higher economic growth, above and beyond
any effects on the investment rate, but only for industrialised economies where the banking
sector has reached a certain level of development. These results suggest that the domestic
financial sector plays a pivotal role in ensuring that international capital flows do indeed
promote economic growth in developing countries. Also the open economy’s choice of the
monetary regime might play a role (Obstfeld and Taylor, 2002).

From a historical perspective, Bordo and Murshid (2002) argue that financial market shocks
were more globalised before 1914 compared to the present. Also Lothian (2002) concludes
that the globalization of financial markets is not a new phenomenon but that it began much
earlier and has continued, albeit with periodic interruptions and reversals, for many centuries.
Goetzmann et al. (2001) show that international equity market correlation coefficients have
changed over time, with peaks in the late 19th century, the Great Depression, and the late
20th century. Periods of free capital flows are associated with high correlations. Rousseau
and Sylla (2001) show that the correlation between financial factors and economic growth
was the strongest over the 80 years preceding the Great Depression.

Transmission of financial crises or shocks as well as contagion in financial markets have
also taken a lot of attention in the academic literature (for an overview of the literature see:
Hartman et al., 2003). With respect to Japan, Peek and Rosengren (1997) investigated the
international transmission of financial shocks by assessing the impact of the sharp decline in
Japanese stock prices during the nineties on the US economy, through its influence on US
branches of Japanese banks. They conclude that the contraction in Japanese bank lending
caused by the decline in Japanese stock prices was transmitted internationally to the US, as
US branches of Japanese banks reduced lending at the time of declines in their parents’ capital
positions. In another paper, Peek and Rosengren assess more specifically the impact of the
Japanese banking crisis on economic activity in the US (Peek and Rosengren, 2000). By
identifying the banking problems in Japan as an exogenous loan supply shock to the US, they
find a clear negative effect on construction activity in major commercial real estate markets
in the US.

With respect to other investigations of the international transmission of financial shocks
and contagion, Dungey et al. (2002) found that financial turbulence like the LTCM crisis
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led to higher volatility in the developing markets. They also found that contagion effects
are widely distributed across both developed and developing countries. Peiro et al. (1998)
examined the relationship between the New York, Tokyo and Frankfurt stock markets.
They concluded that New York is the most influential stock market, in the sense of affecting
the other markets, and Tokyo is found to be the market the most sensitive to external
developments. Kim and Rogers (1995) examined stock price spill-overs and the impact of
market liberalization measures between Korea, Japan and the United States. They confirm
that volatility spill-overs from developing to emerging markets are the most significant ones.
King and Wadhwani (1990), in the same vein, showed that empirical evidence suggests that
an increase in volatility leads in turn to an increase in financial contagion. They confirmed
that after the October 1987 stock market crash, the correlation between various stock markets
increased significantly. Finally, Domanski and Kremer (2000) employ the switching ARCH
methodology to investigate the co-movements between bond and stock market returns. They
conclude that contagion leads to a significant increase in the cross-market correlation during
states of financial market turmoil and hence, contagion differs from mere “interdependence”
in the sense that it demands a stronger-than-normal market linkage during periods of high
market volatility.

The remainder of this chapter differs in two markedly ways from previous studies. First,
the globalization studies mentioned above typically analyse a large set of emerging and/or
industrialised countries. In contrast, our study focuses on the three major industrialised
countries, i.e. the United States, Germany and Japan, with special attention to the latter. We
exclusively examine the interlinkages between three advanced economies with the world’s
leading currency areas. Second, the direct impact of financial market globalization on eco-
nomic growth is not examined. Instead, we concentrate on the impact of globalization on
the prices of the most important financial markets, i.e. the bond and stock markets. These
financial asset prices, in turn, are known to affect economic growth. The period analysed is
the post-Bretton Woods era, which is the most relevant period for the current international
financial system.

3. THE JAPANESE EXPERIENCE

This section describes the experience of Japan with financial globalization together with that
of the United States and Germany. To be able to understand Japan’s experience with financial
globalization in comparative perspective, this section starts with an analysis of the process of
financial reform in Japan.

3.1. Financial Reform and the Globalization of the Japanese Financial System

3.1.1. Financial Reform

Until the end of the sixties, the pace of financial reform in Japan was slow. From 1973,
this changed by the transition to the floating exchange rate system and the rise of inflation
throughout the world. Furthermore, the first oil crisis that marked the end of the high
growth period in Japan resulted in large issues of government bonds to finance the rising
public borrowing requirements. The shift to lower economic growth and higher levels of
public debt, combined with the increasing accumulation of financial assets by individuals,
the growth of internal reserves of Japanese companies and increasing monetary growth,
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raised the degree of interest rate sensitivity in the private non-financial sector (Suzuki, 1987;
Eijffinger and van Rixtel, 1992; van Rixtel, 2002). Furthermore, the Japanese financial
structure changed slowly but steadily, as the dependence of non-financial firms on bank
borrowing was reduced, and other sources of corporate finance such as internal finance
and direct finance became more important (Calder, 1993; Horiuchi, 1996). As regards the
latter, this implied a development towards corporate financing through the money and capital
markets, in particular the Eurobond markets, in which the issuance conditions for Japanese
companies were significantly less restrictive than in Japan itself.3 Furthermore, the shift to
the floating exchange rate system stimulated the globalization of finance and resulted in a
substantial increase of international capital flows. Finally, the rapid progress of computer and
information technology resulted in lower costs of financial innovations and higher profit
opportunities for financial institutions.

The process of financial reform resulted in a gradual decrease of the degree of regulation
of the Japanese financial system. The traditional segmentation of the activities of financial
institutions became increasingly blurred, as banks and securities companies started to operate
more and more on each other’s business territories. Furthermore, the city and major regional
banks diverted their operations towards smaller- and medium-sized companies, forcing the
smaller banks and credit co-operatives to look for new business opportunities, as will be
explained in the next section. Also the traditional segmentation between short- and long-
term lending by respectively commercial banks and long-term financial institutions was
in practice not followed anymore. All in all, the Japanese financial system started to move
slowly but steadily towards a universal banking system. In addition, the regulatory authorities
embarked on a carefully orchestrated path of abolition of interest rate controls, and also
the regulation of the entry of financial markets was gradually lifted. Finally, the degree
of international openness of the Japanese financial system was improved, and international
capital could move easier in and out of Japan.

This process of financial reform, thus starting towards the end of the seventies and still
ongoing, has been of the utmost importance for the globalization of the Japanese financial
system. Due to the abolition of foreign exchange regulations, capital could flow in and out of
the country more easily and swiftly, a process that was further aided by the lifting of interest
rate controls. Further financial liberalisation measures made Japanese financial markets more
attractive for foreign financial institutions and investors.

3.1.2. Globalization

In the context of this chapter, the most important aspect of the financial reform process was
the globalization of the Japanese financial system, in other words the gradual but increasing
development of international financial relations of Japan with the rest of the world, including
the opening of national financial markets to non-residents. Under financial globalization,
Japanese financial markets have become more and more integrated with world markets, and
both Japanese financial institutions and corporations can now freely choose among various
national financial systems to conduct their financial transactions. In Japan, in particular the
enactment of a new Foreign Exchange and Foreign Trade Control Law in December 1980,
which provided freedom of international transactions unless explicitly prohibited (freedom
in principle), promoted this process. However, the new law failed to liberalise completely
international financial transactions, as broad discretion was given to the ministries to introduce
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exceptions to the principle of the free movement of international capital flows (Oda, 1998).
With respect to the money markets, the process of financial globalization in Japan has been
stimulated by two important reforms.

First, the removal in June 1984 of the so-called “swap” limits or “yen conversion” limits,
which restricted the amount of foreign currency that could be converted into yen by financial
institutions, increased arbitrage between interbank markets and the Euroyen-markets – the
financial markets outside of Japan where instruments denominated in yen are being traded.
Second, the internationalisation of Japanese money markets was stimulated by the abolition
in April 1984 of the so-called “real demand” doctrine, which allowed forward exchange
transactions only for trade (or real) finance. As a result of the globalization of the Japanese
financial system and the development of the Japanese economy, Japanese financial institutions
advanced into the ranks of the world’s largest banks and securities houses (Wright and Pauli,
1987; van Rixtel, 1989; Düser, 1990). Instrumental to this development were the protected
domestic financial markets, de-facto largely closed to foreign financial institutions.

Furthermore, because of certain regulatory and institutional factors such as fixed equity
trading commissions, rigidities in domestic bond markets and the relative scarcity of attractive
domestic instruments, foreign institutions seldom raised funds in the Japanese financial mar-
kets and residents often preferred to use overseas capital markets (Takeda and Turner, 1992).
Also the liberal attitude of the Japanese monetary authorities with respect to the international
financial activities of Japanese financial institutions supported their international advance. For
example, Japanese banks were allowed to operate as universal bank in various countries with
universal banking systems and consequently could conduct various activities such as secu-
rities business through securities subsidiaries, which were not permitted in Japan. By using
low-spread/high-volume strategies aimed at gaining market share and acquiring established
institutions in global financial centres, Japanese financial institutions became major players in
the international financial markets, in particular in the Euro-markets. These markets gained
increasingly importance for the issuance of debt securities and equity-linked products by
Japanese corporations. However, due to the further liberalisation of the Japanese financial
system, the collapse of the “Bubble” economy and subsequent banking crisis in Japan, and
the greater emphasis on rates of return than on market share, reinforced by the need to meet
the BIS capital adequacy ratios, Japanese banks cut back sharply their Euro-market operations
in the early 1990s.

It has been widely accepted that during the seventies the Japanese monetary authorities
often changed their stance towards capital controls, depending on exchange rate objectives
(see for example: Frankel, 1984; Takeda and Turner, 1992; Takagi, 1995) . When the yen
was under depreciating pressures, measures were taken to encourage capital inflows and to
discourage capital outflows; and conversely when the yen came under heavy upward pressure.
During the eighties, the liberalisation of international capital flows was more fundamental
than the ad-hoc measures of the seventies. As a result, capital outflows were considerably
strengthened. However, the liberalisation of domestic financial markets was much slower, a
development which discouraged capital inflows into Japan’s financial markets. This so-called
“sequencing” of financial reform would, other things being equal, probably had a temporary
mitigating effect on the value of the yen (Takeda and Turner, 1992).

The process of financial reform, including financial globalization, received a major boost
by the announcement of Prime Minister Ryutaro Hashimoto of the so-called “Big Bang”
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financial reform package in November 1996, which would be implemented during a three-
year period from April 1998 until March 2001 (Ministry of Finance, 1997 and 1998; Hall
1998; Oda, 1998; van Rixtel 1998; Ito and Melvin, 1999; Honda, 2003). The main goal
of the “Big Bang” was to establish “free, fair and global” financial markets, including fur-
ther deregulation of financial activities, improved competition, transparent rules and the
introduction of legal, accounting and supervisory frameworks that could meet international
standards. One of the main reasons for the introduction of this deregulation initiative was the
fear of the Japanese authorities that the position of Tokyo as international financial centre
and the international role of the yen would be further hollowed out compared with other
regional financial centres such as Hongkong and Singapore. Tokyo was increasingly losing
market share due to the ongoing economic and banking crises, high transaction costs and the
relatively high degree of market regulation. For example, the monthly turnover of the Tokyo
Stock Exchange had dropped from relative parity with the monthly turnover of the New
York Stock Exchange in the early nineties to about one fifth. When the first elements of
the “Big Bang” package were introduced in April 1998, all remaining restrictions on foreign
exchange transactions were removed (Gibson, 1998). A new version of the Foreign Exchange
and Foreign Trade Control Law became effective, and the term “control” was dropped from
the title of the law, as cross-border capital transactions were completely liberalised (Oda,
1998; Japanese Bankers Association, 2001). Regulations on foreign payments were relaxed
and the system of authorised foreign exchange banks was abolished, and the related Foreign
Exchange Bank Law was rescinded.

3.2. The Current Globalization of the Japanese Financial System

This subsection provides a summarised overview of the current degree of globalization of
the Japanese bond and stock markets. Turning first to the former, the left panel of Chart 1
shows the net purchases by foreign investors of Japanese bonds and by Japanese investors of
foreign bonds. The figures reveal two opposite trends. On the one hand, foreign investors
have become significant net sellers of Japanese bonds in 2002 and 2003. On the other hand,
Japanese investors started to invest heavily in foreign bonds at the beginning of the new cen-
tury, reaching an absolute record in 2003. In order to improve the participation of foreign
investors in the domestic Japanese bond markets, the “Study Group on the Internationalisa-
tion of Japan’s Financial and Capital Markets”, established by the Ministry of Finance, advised
to extend tax benefits, simplify personal identification procedures and improve settlement
systems (Ministry of Finance, 2003).

An important indicator for the degree of globalization of a country’s bond markets is
the issuance of bonds denominated in its national currency by foreign entities. In left panel
of Chart 2, the issuance of so-called Samurai bonds and non-resident euro-yen bonds are
shown. The former are bonds denominated in yen and issued by foreign entities in Japan,
whereas the latter are yen-denominated bonds issued by entities non-resident in Japan in
the international Euromarkets predominantly concentrated in London. The figures show
clearly that foreign issuers of bonds prefer to issue in the free and liberalised Euromarkets for
yen-denominated debt securities instead of issuing bonds denominated in yen in the Japanese
bond markets. Various reasons can be put forward for this trend (Batten and Szilagyi, 2003;
Ministry of Finance, 1998 and 2003; Rhee, 2004). First, issuance costs, including taxes, and
administrative burdens in the yen-denominated Eurobond markets are much lower. Second,



84 Ioana Alexopoulou, Gabe de Bondt, and Adrian van Rixtel

Bonds

–5,000

0

5,000

10,000

15,000

20,000

1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003

Net purchases of Japanese bonds by foreign investors
Net purchases of foreign bonds by Japanese investors

Stocks

–2,000

0

2,000

4,000

6,000

8,000

10,000

12,000

1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003

Net purchases of Japanese stocks by foreign investors

Net purchases of foreign stocks by Japanese investors

Chart 1. Net purchases of bonds and stocks by foreign and Japanese investors.

Source: Tokyo Stock Exchange (2004).



7. Globalization of the Bond and Stock Markets 85

(Yen trillion)

Bonds issued by foreign institutions

0

5

10

15

20

25

1995 1996 1997 1998 1999 2000 2001 2002

Non-resident Euro-yen bonds Samurai bonds

Offshore markets

0

20

40

60

80

100

120

1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002

Foreign-currency denominated bonds Yen-denominated bonds

Chart 2. Yen-denominated bonds issued by foreign institutions and size of Japan’s offshore markets.

Source: Ministry of Finance (2003).



86 Ioana Alexopoulou, Gabe de Bondt, and Adrian van Rixtel

these markets offer much greater flexibility in issuance terms and conditions than the domestic
Japanese bond markets. Third, clearing and settlement procedures are much more flexible in
the Eurobond markets; in general, their institutional infrastructure is superior compared with
that of the Japanese markets. Finally, the Japanese bond markets suffer from an insufficient
internationalisation of the yen and a lack of participation by foreign institutions. A large
number of proposals to revitalize the fund procurement function of the Samurai market
have been made recently (see the various studies mentioned above). Some improvements
implemented in 2003 related to the work of the “Study Group on the Internationalisation
of Japan’s Financial and Capital Markets” and included the lifting of the requirement of
listing at a Japanese stock exchange and the permission for foreign issuers to participate in
the private-placement market in Japan (Ministry of Finance, 2003).

Regarding other aspects of the globalization of financial markets, the right panel of Chart 2
provides an overview of the development of bond market activity related to Japan’s Offshore
Market ( JOM), established in December 1986. The rise or decline of offshore markets is an
interesting indicator to assess the degree of globalization of domestic financial markets, as in
principle these markets are among the most liberalised and free financial markets for foreign
participants in a particular financial system. It is rather clear that Japan’s offshore markets have
not been an unequivocal success: in 2002, the amounts outstanding of both foreign currency
and yen denominated bonds in these markets were around half of their peaks achieved in
1997. Turning to the stock market, the left panel of Chart 3 shows that the number of
foreign companies listed at the Tokyo Stock Exchange has significantly and consistently
dropped over the past eight years. Both in the absolute number of foreign companies listed
in 2003 and decline in foreign listings since 1996, Tokyo is by far the worst performer.
In terms of newly listed foreign companies, Japan ranks also considerably below one of its
main Asian competitors, i.e. Singapore. Regarding the role of the Japanese stock market as a
source of corporate finance in terms of the total amount of funds procured by all listed firms
(including Japanese and foreign) both as initial public offerings (IPO’s) and secondary public
offerings (SPO’s), it has remained generally in fifth place in the world since the mid-nineties
(Ministry of Finance, 2003).

The right panel of Chart 1 provides an overview of the net purchases of Japanese stocks by
foreign investors and of foreign stocks by Japanese investors. It is shown that in both 2000 and
2002, foreign investors were net sellers of Japanese stocks. It is clear that with the uncertainty
about the development of the Japanese economy and the resolution of the banking crisis,
the volatility of net purchases of Japanese equity by foreign investors increased considerably.
The “Study Group on the Internationalisation of Japan’s Financial and Capital Markets” has
made several recommendations, including strengthening the co-operation between Japanese
and foreign stock exchanges and extending trading hours, in order to promote non-resident
investment in the Japanese stock market (Ministry of Finance, 2003). The net purchases
of foreign stocks by Japanese investors increased steadily from the mid-nineties onwards,
reaching record figures in 2002, but then fell sharply in 2003. This could possibly be explained
partly by the enhanced prospects of recovery of the Japanese economy and stabilisation of
the banking problems.

For reference purposes, the right panel of Chart 3 shows stock market capitalisation as a
percentage of GDP in Japan, the United States and Germany. The figures for Japan clearly
show the rise and collapse of the “Bubble” in the second of the eighties and first half of
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the nineties. Since around 1996–1997, the development of market capitalisation in the three
countries is rather similar, suggesting increased co-movement of stock prices. The US stock
market is now clearly the largest, with the Japanese and German stock markets at relatively
par levels. Furthermore, all three countries experienced the development of the so-called
“New Economy Bubble” towards the end of the 20th century, when optimistic anticipations
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of big rewards being made possible by technological developments such as the Internet and
E-commerce drove stock prices to very high levels.

Finally, the degree of globalization of a financial system can be measured by the devel-
opment of the number of participating foreign financial institutions and of the number of
domestic firms which have physical presence in overseas financial markets. The left panel
of Chart 4 indicates that, with the only exception of insurance companies, there has been
a trend of a diminishing presence of foreign financial firms in Japan since the mid-nineties,
particular of foreign banks and securities firms. Around the announcement and subsequent
introduction of the first elements of the “Big Bang” financial reform package in 1996–1998,
there was a slight increase or stabilisation in the number of foreign financial institutions in
Japan, as it raised expectations of improved business opportunities and possible greater market
shares (see: Harner, 2000). A number of foreign firms established business tie-ups or alliances
with Japanese financial institutions and some foreign banks (re)listed at the Tokyo Stock
Exchange. A major success-story was the takeover of the failed Long-Term Credit Bank of
Japan by a consortium led by Ripplewood Holdings from the USA in March 2000 into the
new Shinsei Bank (see Tett, 2004). Furthermore, foreign financial institutions managed to
establish obtain a solid position in the Japanese life insurance market: the number of foreign
life insurance companies increased from 6 in 1995 to 18 in 2002, and their market share
grew from 13% in 1992 to 34% in 2001 (Ministry of Finance, 2003). For the rest, however, it
looks like a considerable number of foreign financial firms reached the conclusion that it was
more profitable to withdraw from Japanese financial markets and that more has to be done
before Tokyo’s position as an international financial centre is truly attractive. This assessment
is shared by the conclusions of a recent questionnaire conducted by the Japan Center for
International Finance ( JCIF) among foreign financial institutions operating in Japan. The
main conclusion was that respondents “. . . appreciate the direction of the reforms, but feel
that the degree of liberalisation and internationalisation is inadequate, and that the progress
of the reforms is too slow” ( JCIF, 2004). Thus, to a considerable extent and in spite of some
moderate improvements, this assessment is still in line with conclusions reached in similar
questionnaires conducted by the JCIF respectively 16 and 20 years ago ( JCIF, 1988 and
1984). Also the conclusion of MoF’s “Study Group on the Internationalisation of Japan’s
Financial and Capital Markets” is rather clear: “. . . It cannot be denied that the status of
Japan as an international financial centre has been declining in recent years” (Ministry of
Finance, 2003; see also Reszat, 2003).

Finally, the right panel of Chart 4 shows the presence of Japanese banks abroad. For all
three categories of overseas presence, i.e. foreign branches, representative offices and offices,
there has been a substantial decline. This was mainly due to severe rationalisation measures,
implemented in light of the banking crisis in Japan. These measures were often compulsory in
order to obtain public financial support. All in all, the figures point at a significant withdrawal
of Japanese banks from overseas markets.

3.3. Financial Globalization in a Comparative Perspective

Table 1 provides a summary overview in comparative terms of the main financial liberalisation
measures with respect to the capital account and the stock market in Japan, the United States,
and Germany. Broadly speaking, capital account restrictions were in place in these countries
in the (early) 1970s, but, in comparison, stock markets were more liberalised in general.
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Table 1. Financial liberalisation measures with respect to the capital account and stock market

Capital account Stock market

Japan In 1973, a floating exchange rate regime was
introduced and yen conversion controls on
banks were partially eased. In 1977, “voluntary”
restraint on foreign securities investments by
banks abolished; acquisition of foreign equities
and bonds by residents belonging to foreign
companies permitted. In 1979, controls on
capital inflows were eased. In January, the
prohibition regarding non-residents’ purchases
of yen-denominated bonds with remaining
maturity of one year or less was entirely lifted.
In December 1980, the new Foreign Exchange
and Foreign Trade Control Law was
implemented, and “in and out” international
transactions became free in principle. The
Japanese authorities implemented further
important reforms in the 1980s. These reforms
included improvements in access of foreign
financial institutions to Japanese financial
markets. Furthermore, starting in July 1980,
Japanese corporations were allowed to issue
bonds abroad, provided that advance notice was
given. In April 1984, the “real demand”
doctrine was abolished, followed in June by the
“yen conversion” limits (see subsection 3.2). In
December 1986, the Japan Offshore Market was
established. Deregulation continued during the
1990s and was completed to a large extent in
the mid-1990s. In June 1995, so-called
“recycling” restrictions on yen-denominated
bonds issued by non-residents in overseas
markets abolished. In April 1998, a revised
Foreign Exchange and Foreign Trade Law was
enforced, as part of the financial “Big Bang”
(see further subsection 3.2).

In 1973, there were no restrictions on
the repatriation of income.
Acquisitions of securities for
portfolio investment could be made
freely through designated securities
firms. In other occasions, a prior
notification, without a waiting
period, was required. In 1976,
foreign ownership limits applied. In
principle, acquisitions by foreign
investors were subject to validation
or license. However, acquisitions of
stocks for portfolio investment were
automatically approved by the Bank
of Japan. All these acquisitions had to
be made against yen proceeds from
the sale of foreign exchange if the
investor wished to obtain resistance
rights upon validation. In 1985,
controls on outflows were eased.

United States In 1973, corporations were allowed to borrow
abroad but subject to ceilings, which were
released in July. In June, the minimum reserve
to be held by Federal Reserve member banks
against Euro-dollar borrowings in excess of
amounts permitted as reserve-free base,
introduced in 1972, was reduced from 20% to
8%. It was further reduced in April 1975, from
8% to 4%, and in December 1977, from 4% to
1%. In August 1978, the reserve requirements
on loans by foreign branches of US banks to US
residents (under Regulation M) of 1% was
abolished.

In 1973, capital, income, and profits
were freely transferable abroad.
There were no restrictions on
foreign portfolio and direct
investment. Foreign portfolio
investment in excess of 10% of the
voting securities of a US corporation
was considered direct investment and
had to be reported to the
Department of Commerce. Portfolio
investments by non-residents had to
be reported to the Treasury
Department.

Germany In 1973, banks were subject to high minimum
reserve requirements on the level of their
foreign liabilities with maturities of less than
four years. Banks’ foreign currency borrowings
that were immediately reinvested abroad were
exempted from the minimum reserve

(continued )
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Table 1. (continued )

Capital account Stock market

requirements. Cash deposit requirements
were applied to certain borrowing made by
residents from non-residents. The prior
approval of the central bank was required
for sales to non-residents of all domestic
money market paper and of fixed-interest
securities of German issuers with less than
four years remaining to maturity. No
special exchange rate regime for capital
account transactions existed. In February
1974, Bundesbank approval requirements
were lifted for all borrowing abroad made
by residents. In March 1980, Germany
lowered the minimum maturity for
domestic fixed-interest securities eligible
for sale to non-residents from four to two
years, and in November, it was further
reduced to one year. In December, the
Bundesbank concluded with the major
commercial banks a gentlemen’s agreement
over voluntary curbs on capital exports. In
March 1981, restrictions to the sale of
German money market paper and
fixed-interest rate securities to
non-residents were lifted. This implied a
de-facto abolition of the remaining
restrictions on capital transactions. The
agreement on voluntary restrictions on
capital exports was ended.

In 1973, previous approval for
non-resident’s direct investment
in Germany was required.
However, non-residents could
freely repatriate capital and
income. In 1974, this approval
was no longer required.

Source: Kaminsky and Schmukler (2003) and Takahashi and Kobayakawa (2003)

Capital account liberalisation predominantly took place between the mid-1970s and mid-
1980s in Japan, the United States, and Germany (Edison et al., 2002 and 2002b). Overall,
Japan liberalised its bond and stock markets later than the United States and Germany. All
in all, one may expect a larger increase in the degree of globalization of the bond market in
the 1970s and 1980s than of the stock market, given the earlier liberalisation of the latter. As
regards the domestic financial sector, credit controls and regulated bank interest rates were
in place in Japan until the early 1990s (see subsection 3.1; for more details see: Eijffinger and
van Rixtel, 1992; van Rixtel, 2002; Kaminsky and Schmuckler, 2003). No such regulated
interest and credit controls were any more effective in Germany in the post-Bretton Woods
era. In the United States, Regulation Q, which placed ceilings on deposit interest payments,
was in place between 1973 and 1982.

In recent decades, the foreign assets and liabilities of advanced economies have grown
rapidly relative to GDP, with the increase in the gross cross-holdings far exceeding changes
in the size of net positions. Moreover, the portfolio equity and foreign direct investment
(FDI) categories have grown in importance relative to international debt stocks (Lane and
Milesi-Ferretti, 2003). However, from a historical perspective, the size of net capital flows
has not increased that much (Okina et al., 1999). International capital flows have been in the
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post Bretton-Woods era even at lower levels than before World War I, at least as measured
by the current account balances of twelve countries in terms of GDP (Bordo et al., 1998).

The nature of international capital flows has, however, dramatically changed. Nowadays,
capital flows predominantly relate to the industrial and services private sectors, whereas before
World War I, it was the public sector or state guaranteed firms such as railroads and mining
companies, i.e. entities with tangible and therefore relatively transparent assets. Furthermore,
before World War I, international capital flows were predominantly related to bonds, whereas
now the balance between bonds and equity is around fifty-fifty. While trade liberalisation
has continued for a longer period, more dramatic changes have occurred in recent years in
the financial sphere (Greenspan, 1998). World financial markets undoubtedly are far more
efficient today than ever before. Advances in communication and information technology
have allowed the development of new financial instruments and risk-management techniques,
enabling today a wider range of financial and non-financial firms to manage their financial
risks more effectively.

4. EMPIRICAL ANALYSIS

This section presents an empirical analysis of the globalization of the bond and stock markets.
The case of Japan is compared with the experiences of the United States and Germany. The
exchange rates of these three industrialised economies have formed the world’s main currency
areas after the collapse of the Bretton Woods system, i.e., the Japanese yen, the US dollar,
and the D-Mark (later replaced by the euro). We look at both government bond yields and
stock market returns, i.e. the first moment of the most important asset prices, as well as at
bond and stock market volatility, i.e. the second moments of bond and stock prices.

4.1. Bond and Stock Market Prices

4.1.1. Principal Component Analysis

Inspired by Fase and Vlaar (1998) and Bordo and Murshid (2002), our globalization measures
for bond and stock market prices are based on so-called principal component analyses.
Principal component analysis transforms a set of correlated series into a smaller subset of
uncorrelated series, each describing a common factor of the original series. This is done
in a manner that aims to capture most of the variation in the data. For the three countries
considered here, i.e. Japan, the United States and Germany, three principal components can
be extracted. These principal components are ordered by the fraction of the total variance
that they explain. The first principal component represents the best possible one-dimensional
image of the multidimensional space of the three original country series. The explanatory
power of the first principal component will be larger, the closer the correlations between
the original series, or the more strongly they reflect the same feature. Hence, the fraction of
the variance that can be attributed to the first principal component provides a good measure
of the overall degree of co-movement in the data. In our case, the first principal component
is interpreted as a measure for financial globalization.

The principal components can be based on both the correlation matrix and the covariance
matrix. In our analysis, the former will be applied, as all series are weighted equally. An
important condition for the use of this technique is that the original series are statistically
stationary. As this is the case only for changes in bond and stock market prices, we examine
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the monthly change in the long-term government bond yield and the monthly growth rate
of the total stock market return index, i.e. the monthly stock market return.

The sample period for bond and stock market prices starts in 1967 since ten-year govern-
ment bond yields are not available before for Germany and Japan. In fact, we use for Japan
the seven-year government bond yield between 1967 and 1971. This period starts just before
the collapse of the Bretton Woods system, formally in 1973 and de-facto in 1971 after the
“Nixon shock”. Our sample period broadly matches with the second wave of globalization
as argued by Baldwin and Martin (1999) and Bordo and Murshid (2002). They define two
waves of globalization: the pre-World War I classical gold standard era of 1820/1880–1914
and the post-Bretton Woods era.

4.1.2. Bond Market Prices

Applying a principal component analysis to the changes in the ten-year government bond
yields in Japan, the United States and Germany, the first principal component captures 58% of
the total variation in these three country series. Much of the co-movement in the changes in
long-term government bond yields during our sample can be attributed to the first principal
component, which we have labelled as our globalization measure. However, there is still
a significant degree of unexplained co-movement, which is captured by the “non-global”
principal components two and three. These other two principal components explain each
around 20% of the total variation in the monthly change in the government bond yields
of the three countries considered. The implicit country weights corresponding to the first
principal component are 0.52 for Japan and around 0.6 for the United States and Germany.
These values suggest that Japan is around 20% less important for globalization than the United
States and Germany, which are found to be equally important for our globalization measure.
One should, however, be aware that end-of-month data are used, implying that this principal
component analysis does not take into account daily and weekly responses of national bond
yields to global developments.

Has globalization (increasingly) affected the pricing in the bond markets of the three
countries considered? Given the fact that globalization is not a one-off event, but an ongoing
process, we estimate the impact of the first principal component, excluding the weight of
the country considered, by using ever larger subsets of the sample data. Our first sample starts
in January 1967 and ends in January 1973, the year of the collapse of the Bretton Woods
system. We then subsequently add one additional observation to the data set to compute the
globalization impact on the long-term government bond yield considered. We repeat this
process until we have used all observations up to March 2004 (see Chart 5).

Two observations emerge from the chart. First, globalization has a significant impact on
bond market prices. The level of the effect of globalization on the bond market pricing is
nowadays in Japan lower (0.3) than in Germany (0.4) and the United States (0.7). According
to our results, the US bond market operates the most globally. Second, a significant rise in the
globalization impact is observed around the early 1980s in all three countries. This finding
suggests a regime switch around this time, in line with a sharp reduction of capital restrictions
around 1980, for example in Japan with the adoption of a new Foreign Exchange and Foreign
Trade Control Law in December 1980 (see Section 3). In Japan, the globalization impact
continued to slightly increase in the 1980s and 1990s and seems to have come to an end at
the beginning of the new century. This would be in line with the finalisation of the major
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Chart 5. Recursive estimates of the impact of globalisation on government bond yield changes.

Source: Global Financial Data and author’s estimations.
Notes: Dependent variable is the monthly change in the long-term government bond yield and the independent
variables are a constant and the non-domestic part of our globalisation measure. Sample period starts in 1967.1
and ends with the period as shown on the x-axes. The first end period is January 1973, the year of the collapse of
the Bretton Woods system. The grey lines denote two standard errors confidence interval.

international liberalisation measures in Japan in the second half of the nineties, as specific
measures following the “Big Bang” financial reform initiative were enacted.

To investigate the impact of globalization on the change in long-term government bond
yields further, we consider not only our globalization component, i.e. the first principal
component calculated on the basis of the three country long-term interest rates, but also a
domestic factor. One important domestic determinant of the long-term government bond
yield, among other, is the three-month money market interest rate, capturing for example
domestic monetary policy.

Table 2 presents the results of three different model specifications. The first estimation
method is based on the ordinary least squares (OLS) single equation approach, the second
and third on seemingly unrelated regressions of a system of equations. The second and third
specifications differ whether the change in the short-term interest rate is corrected or not for
a common component in the short-term interest rates of the three countries considered. The
common component is computed as the first principal component as observed for changes
in money market interest rates in Japan, the United States and Germany. The latter cannot
be interpreted as a globalization measure of the money market, since the three different
components explain each around one-third of the variation in the changes in money market
interest rates. We label this variable as inflation-related world wide (oil price) supply shocks to
which domestic monetary policy typically reacts in a similar way. The explanatory powers of
the model specifications are quite satisfactory. Between 50% and 75% of the variation of the
change in long-term government bond yields is explained by our globalization component
together with a domestic factor. The standard errors of the regressions vary between 15
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Table 2. Regression results of the change in long-term government bond yields

OLS SUR SUR

JP US DE JP US DE JP US DE

Constant −0.00 0.01 −0.00 −0.01 0.01 −0.00 −0.00 0.01 −0.00
(0.01) (0.01) (0.01) (0.0) (0.01) (0.01) (0.01) (0.01) (0.01)

Globalisation 0.43∗∗ 0.71∗∗ 0.46∗∗ 0.45∗∗ 0.78∗∗ 0.47∗∗ 0.47∗∗ 0.76∗∗ 0.50∗∗
component of

bond market (0.02) (0.03) (0.02) (0.02) (0.02) (0.02) (0.03) (0.03) (0.02)
� short-term interest 0.25∗∗ 0.11∗∗ 0.09∗∗ 0.03 0.01 0.01 0.30∗∗ 0.08∗∗ 0.24∗∗

rate
(0.04) (0.02) (0.02) (0.02) (0.01) (0.01) (0.04) (0.01) (0.03)

Common factor in � −0.12∗∗ −0.07∗∗ −0.18∗∗
short-term interest (0.03) (0.03) (0.04)
rates

R2 0.46 0.73 0.61 0.43 0.71 0.59 0.48 0.73 0.61
S.E. of regression 0.20 0.19 0.15 0.21 0.20 0.16 0.20 0.19 0.15
Durbin-Watson statistic 2.28 2.02 2.05 2.21 1.97 1.98 2.30 2.05 2.05

Sources: Global Financial Data and authors’ estimations.
Notes: Sample period is 1967.1 2004.3. Standard errors are reported between parentheses. ∗∗ and ∗ denote significance at the 1%
and 5% level, respectively. SUR instruments are the independent variables lagged one and two months.

and 20 basis points. Three conclusions emerge from Table 2. The first conclusion is that
globalization significantly explains the change in government bond yields in the three major
economies. As before concluded from the recursive estimates of the globalization impact, the
US bond market is the most global one. This finding suggests that the Japanese and German
bond markets might become even more globally in the future, at least in case they move
towards the global dimension of the US bond market. Our result of a significant impact of
globalization on the bond market prices is a very important one, since long-term interest
rates, in turn, affect economic growth. In case we restrict in the system equations an equal
globalization impact across the three countries, the estimated coefficient is found to be 0.57.
Our second finding is that our domestic factor considered additionally and significantly
explains long-term government bond yields. An increase in money market interest rates by
100 basis points results in up to 30 basis points higher government bond yields. The third and
final conclusion is that a 100 basis points lower common short-term interest rate factor, e.g.
due to lower world-wide inflation, results in a significant lowering of long-term government
bond yields by 5 to 20 basis points.

4.1.3. Stock Market Prices

For the stock market price we follow the same procedure as for bond yields by looking at
the monthly stock market return. The bulk of the variation that we observe in the monthly
stock market return can be attributed to the first principal component, which represents
globalization. The three principal components explain the variances of the stock market
returns similar to the components of the changes in long-term government bond yields: 58%
by the first principal component and around 20% by each of the other two components.
The other two principal components capture influences on stock market returns, which
are either specific to countries or a subset of countries. Also the implicit country weights
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Chart 6. Recursive estimates of the impact of globalisation on stock market return.

Note: Dependent variable is the monthly change in the long-term government bond yield and the independent
variables are a constant and the non-domestic part of our globalisation measure. Sample period starts in 1967.1
and ends with the period as shown on the x-axes. The first end period is January 1973, the year of the collapse of
the Bretton Woods system. The grey lines denote two standard errors confidence interval.

relating to the first principal component are similar to that of the bond market: 0.51 for Japan
and around 0.6 for the United States and Germany. The Japanese impact on stock market
globalization is thus again found to be around 20% less important than that of the United
States and Germany.

Two observations emerge from plotting the recursive estimates of the impact of global-
ization on the stock market return (see Chart 6). First, globalization has a significant impact
on the stock market price. The level of the effect of globalization on stock market pricing
is nowadays in Japan somewhat lower (close to 0.4) than in the United States and Germany
(around 0.5). According to our results, the German stock market responses the most sensitive
to globalization. Second, a significant rise in the globalization impact is observed in the late
1980s, after the October 1987 stock market crash in the United States and Germany, and in
the early 1990s in Japan. A gradual increase of the impact of globalization during the whole
post-Bretton Woods era is observed for German stock market returns. Noteworthy is the
significant increase of the globalization impact in Germany since the start of the Economic
and Monetary Union in 1999.

The impact of globalization on the stock market is further analysed by taking also a domes-
tic component into account. The domestic variable considered is the long-term government
bond yield, the relevant discount factor for future dividend payments. Table 3 presents the
estimation results of the three different model specifications: OLS, SUR, and SUR including
the globalization component of changes in government bond yields. Between 45% and 65%
of the variation of the monthly change in stock market returns is explained by our global-
ization component together with the long-term government bond yield as domestic factor.
The standard errors of the regressions vary between 2.7 and 3.9 percentage points.
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Table 3. Regression results of monthly stock market returns

OLS SUR SUR

JP US DE JP US DE JP US DE

Constant −0.02 0.18 −0.15 −0.07 0.25 −0.19 −0.04 0.18 −0.15
(0.19) (0.13) (0.15) (0.19) (0.13) (0.15) (0.19) (0.13) (0.15)

Globalisation component 0.56∗∗ 0.53∗∗ 0.64∗∗ 0.55∗∗ 0.54∗∗ 0.64∗∗ 0.57∗∗ 0.53∗∗ 0.64∗∗
of stock

market (0.03) (0.02) (0.02) (0.03) (0.02) (0.02) (0.03) (0.02) (0.02)

� long-term
government −0.97∗ −1.73∗∗ −0.81 0.00 −0.18 0.08 −2.97∗∗ −2.83∗∗ −2.99∗∗

bond yield (0.66) (0.35) (0.61) (0.19) (0.12) (0.20) (0.55) (0.53) (0.56)

Globalisation 1.97∗∗ 1.21∗ 1.96∗∗
component of bond

market (0.53) (0.53) (0.45)

R2 0.48 0.63 0.65 0.47 0.61 0.65 0.49 0.64 0.66
S.E. of regression 3.87 2.71 3.09 3.88 2.78 3.10 3.83 2.70 3.05
Durbin-Watson 1.98 2.18 2.05 2.00 2.14 2.06 2.00 2.15 2.05

statistic

Source: Global Financial Data and authors’ estimations.
Note: Sample period is 1967.1 2004.3. Standard errors are reported between parentheses. ∗∗ and ∗ denote significance at the 1%
and 5% level, respectively. SUR instruments are the independent variables lagged one and two months.

Three conclusions emerge from Table 3. The first and most important conclusion is that
globalization significantly and positively affects stock market returns in Japan, the United
States and Germany. The semi-elasticity with respect to our globalization component is
found to be between 0.55 and 0.65. In case we restrict the globalization impact in the system
equations to be equal across the three countries, the estimated coefficient is found to be
0.58, similar to the globalization impact on the bond market. The size of the estimated
coefficients with respect to the globalization components are also in line with the average
correlation between monthly equity returns of four major countries (the United States,
Germany, the United Kingdom and France) of 0.475 during the period 1972–2000, as
reported by Goetzmann et al. (2001). In addition, the domestic factor considered significantly
explains stock market returns, at least in the case of the first and third model specifications.
An increase of long-term government bond yields by one percentage point results in an up
to 2.9% reduction in stock market prices. This finding is similar to the long-term interest
rate semi-elasticity of −4.1 as found for EU countries in de Bondt et al. (1997). Thirdly,
an increase in the degree of globalization of the bond market results in significantly higher
stock market returns. In other words, an increase in globalization of the bond market has a
significant and positive spill-over effect on the stock market. The possibility of daily spill-over
effects across countries is further examined in the next subsection by taking a closer look at
bond and stock market volatility.

4.2. Bond and Stock Market Volatility

Another way to shed light on globalization or the patterns in cross-country interdependence
is to examine whether volatility spill-over effects consistently take place from one country to
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Chart 7. Implied bond market volatility.
(10-day moving averages of daily data, January 1995 to August 2004)

Source: Bloomberg.

another. To the extent that these spill-overs are predictable, empirical assessments of volatility
relationships across major markets can reveal the most likely effects of tensions in international
markets.

Increased international financial integration is likely to cause greater market interdepen-
dence. The degree of co-movement across national stock markets has increased dramatically
since the mid-1990s. This has questioned the stylized fact in international portfolio diversi-
fication literature that diversifying across countries is more effective for risk reduction than
diversifying across industries (IMF, 2003). In this section, we will try to investigate how
financial market shocks are transmitted across countries.

4.2.1. Bond Market Volatility

In August 1998, Russia announced to restructure all official domestic currency debt obliga-
tions falling due at the end of 1999 and to impose a 90-day moratorium on the repayment
of private external debt, and effectively devalued its currency by widening the trading band
of the rubble. These events in Russia led to increased volatility in global bond markets.
Just weeks after the instability caused by the events in Russia, the Federal Reserve Bank of
New York was compelled to orchestrate a rescue package to prevent the collapse of LTCM,
a major hedge fund. The impact of these crises on global bond markets is highlighted in
Chart 4, which gives the daily implied bond market volatility for Germany, Japan and the
United States.

An empirical model of volatility spill-overs can be tested by using daily data from
Bloomberg since January 1995 for implied bond market volatility series for Germany, Japan
and the United States. Equations (1), (2) and (3) may be used to detect any effect of how the
level of implied volatility of one market influences the next market’s opening level of implied
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Table 4. Regression results of bond market volatility

OLS SUR

JP US DE JP US DE

Constant 0.01 0.001 −0.003 0.01 0.02∗ 0.02∗

(0.09) (0.06) (0.08) (0.01) (0.01) (0.01)
Japan 0.82∗ −0.02∗∗ 0.08∗ 0.84∗ −0.01 0.08∗∗

(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)
United States −0.01∗ 0.83∗ 0.19∗ −0.02 0.83∗ 0.19∗

(0.02) (0.01) (0.01) (0.02) (0.01) (0.02)
Germany 0.12 0.14∗ 0.51∗∗ 0.01∗∗ 0.06∗∗ 0.51∗∗

(0.02)∗ (0.01) (0.02) (0.01) (0.01) (0.02)
R2 0.66 0.73 0.40 0.66 0.71 0.35

S.E. of regression 0.04 0.03 0.04 0.05 0.03 0.05

Durbin-Watson statistic 1.97 1.83 2.23 1.93 1.68 2.24

Source: Bloomberg and authors’ estimations.

Note: Sample period is 1995.1 2004.8. Standard errors are reported between parentheses. ∗∗ and ∗ denote significance at the 1%
and 5% level, respectively.

volatility. In other words, what is being investigated is whether a high level of volatility in
one market spills over to another resulting in an increase in implied volatility in the next
market opening of one of the other indices.

�iv J P ,t = c J P + β J P , J P �iv J P ,t−1 + β J P ,DE�iv DE,t−1 + β J P ,U S�ivU S,t−1 + u J P ,t

(1)

�iv DE,t = c DE + βDE,DE�iv DE,t−1 + βDE, J P �iv J P ,t−1 + βDE,U S�ivU S,t−1 + u DE,t

(2)

�ivU S,t = c U S + βU S,U S�ivU S,t−1 + βU S,DE�iv DE,t−1 + βU S, J P �iv J P ,t−1 + uU S,t

(3)

The system of the above equations may be estimated using OLS and SUR (see Table 4). The
results are in favour of some volatility spill-over across these markets. In particular, a statistically
significant spill-over of volatility is found from the Japanese bond market to the next day
opening of the German bond market, although the coefficient is small. Furthermore, there
is evidence of feedback in this relationship as changes in the implied volatility of the German
bond market affect the Japanese implied volatility (coefficient is statistically significant). The
next market opening of implied volatility for the US bond market is affected by the previous
day closing of both the German and Japanese bond markets’ implied volatilities. In addition,
the next day implied bond market volatility levels in Germany are also affected by the
previous day closing values of both the United States and Japan. Therefore, the regressions
imply that there is some evidence of implied volatility spill-overs occurring across these three
markets. All in all, it is found that the implied volatility of the Japanese bond market tends to
spill-over both to the US and the German bond markets, affecting their implied volatilities.
Furthermore, the German bond market implied volatility tends to spill-over to both the US
and Japanese implied volatilities.
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Chart 8. Impulse responses in implied bond market volatility.

The interaction of implied volatilities on these three bond markets may be illustrated by
conducting impulse response analyses derived from equations (1), (2) and (3). This involves
simulating shocks to the implied volatility in each of the markets in turn, in order to determine
the manner in which shocks spill-over to the other markets. The results of this analysis are
shown in Chart 8, which plots the response of the Japanese implied volatility series to one
standard deviation shock in the other series. The chart also shows 95% confidence bands
around these shocks.

From the impulse response analysis it is found that a shock in the Japanese implied volatility
causes the US implied volatility to decline in the next 30 days with an effect which lasts for
a few days after which it declines, albeit with some persistence, as is evident from Chart 8.
The same effect does exist when there is a shock in US bond market implied volatility to
the Japanese one.

Finally, applying the principal component analysis as explained above, the first principal
component captures 48% of the total variation in the data. Thus, changes in implied bond
market volatility can be explained by co-movements. The implicit country weights with
respect to the first principal component are the smallest for Japan (0.4), closely followed by
the United States (0.5), and the highest for Germany (0.8).

4.2.2. Stock Market Volatility

The fact that stock markets in different countries are correlated is, of course, not surprising
in itself. Any standard asset-pricing model, such as the international capital asset pricing
model (ICAPM), would allow for such a correlation. This model assumes that markets are
internationally integrated, i.e. those assets with the same risk have the same expected excess
returns irrespective of where they are traded or not. Hamao et al. (1990) have examined the
idea that there may also be volatility spill-overs across markets. They found that higher lagged
volatility on both domestic and other markets was associated with higher current volatility
in these markets. This finding is consistent with a contagion model.
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Chart 9. Implied stock market volatility.
(10-day moving averages of daily data, January 1995 to August 2004)

Source: Bloomberg.

The transmission of implied volatilities across the three major stock index-option mar-
kets are examined, which are the Nikkei 225 options on futures listed on SIMEX, the
EUROSTOXX 50 index options listed on EUREX, and the S&P 500 options on futures
listed on the CME. Chart 9 plots the implied volatilities (average of calls and puts) for these
three markets.

The implied volatility of the Nikkei 225 contract has been higher than that in the other
two markets between 1995 and 2004. The mean implied volatility of this contract is 24.7,
whereas the mean implied volatilities of the DAX and S&P 500 contracts are 24.1 and 19.4
respectively. The DAX implied volatility is much less stable than those for the other two
markets, with the standard deviation being 9.7. The DAX and S&P 500 implied volatilities
are highly correlated (0.87), the ones for the Nikkei 225 and S&P 500 contracts somewhat
(0.56), and the same for the DAX and the Nikkei 225 contracts (0.57).

Some evidence of volatility spill-overs across the major stock markets is found when
estimating the above equations by OLS and SUR (see Table 5). The next market opening
of the implied volatility on the Nikkei 225 index contract is affected by the previous day
closing of the DAX and the S&P 500 contracts’ implied volatilities. The level of the DAX
index is only affected by the previous day closing of the S&P 500, while the S&P 500 implied
volatility opening is affected by neither the DAX nor the Nikkei 225.

This pattern is one of “volatility contagion”, which spreads from one time zone to another.
Thus, not only long-term levels of implied volatility are closely related, but day-to-day
changes in implied volatility are related too. In other words, when the implied volatility of
one market changes, the next opening market’s implied volatility is likely to change in the
same direction.

Finally, applying the principal component analysis to implied stock market volatility data,
we find that the first principal component, which represents the global co-movement in
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Table 5. Regression results of stock market volatility

OLS SUR

JP US DE JP US DE

Constant 0.001 0.001 −0.001 0.01 0.06∗ 0.01
(0.04) (0.03) (0.04) (0.01) (0.02) (0.02)

Japan 0.76∗ 0.02 0.03∗ 0.78∗∗ 0.12∗ 0.08∗∗
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)

United States 0.09∗ 0.67∗ 0.44∗ 0.24∗ 0.66∗ 0.53∗
(0.02) (0.01) (0.02) (0.01) (0.02) (0.02)

Germany 0.07 0.18∗ 0.61∗∗ 0.58∗∗ 0.11∗ 0.74∗
(0.01)∗ (0.01) (0.01) (0.01) (0.01) (0.01)

R2 0.66 0.73 0.74 0.66 0.71 0.70

S.E. of regression 0.22 0.15 0.21 0.21 0.15 0.22

Durbin-Watson statistic 2.12 1.77 1.88 2.01 1.71 2.06

Source: Bloomberg and authors’ estimations.
Note: Sample period is 1995.1 2004.8. Standard errors are reported between parentheses. ∗∗ and ∗ denote significance at the 1%
and 5% level, respectively.
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Chart 10. Impulse responses in implied stock market volatilities.

the stock market volatility, explains 78% of the variation in the data. The corresponding
implicit country weights with respect to the first principal component are 0.5 for Japan,
while Germany and the United States have an equal weight of 0.6.

5. CONCLUSIONS

This chapter examined the degree of financial globalization of the Japanese bond and stock
markets, in relation with that of similar US and German markets. Our assessment is mixed. On
the one hand, we concluded on the basis of several structural indicators of the globalization
of the Japanese financial markets such as the number of foreign listings, presence of foreign
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financial institutions in Japan and of Japanese banks abroad, issuance of yen-denominated
bonds by foreign entities and the development of Japanese offshore markets that this process
has been stagnating or even deteriorating in recent years. The “Big Bang” financial reform
initiative seemed to offer many new opportunities for foreign firms but experiences seem
to have turned out rather negative for most of them, due to the poor performance of the
Japanese economy and stock market, high operating costs and remaining deficiencies in mar-
ket development (Reszat, 2003). All in all, the overall progress in the further development
and internationalisation of Japanese financial markets has been relatively modest, and con-
sequently, demands for further financial reform are continuing. This applies to structural
reforms of the Japanese economy as well, in order to take more advantage of the overall
economic globalization process (Ministry of Economy, Trade and Industry, 2004; Nikkei
Net, 2004).

On the other hand, as regards bond and stock market prices, our regression results are in
favour of a significant and positive impact of globalization on bond and stock market prices in
the three major economies. This finding, in turn, implies that globalization affects economic
growth through financial asset prices. We also show an increasing impact of globalization on
bond and stock market prices, in particular in the bond market in the early 1980s, when
significant liberalisation measures were enacted. In addition, globalization turns out to have
a negative effect on bond and stock market volatility. This finding suggests that a broadening
of the investor base at a global scale results in lower market volatility. At the same time,
our results show that bond and stock market implied volatility spill-overs do exist between
the three countries. This finding suggests that bond and stock markets in the world major
economies are significantly affected by global developments.

It is clear that the (increasing) importance of globalization presents new challenges
(Greenspan, 1998). The advance of new technologies, and the financial innovations which
this process has made possible, has strengthened the interdependencies between finan-
cial markets and market participants, both within and across national boundaries. As a
result, a disturbance in one financial market segment or country is likely to be trans-
mitted far more rapidly throughout the international financial system than was evident
in previous eras. The environment now facing policy makers and financial markets par-
ticipants is characterised by instant communication. Our quantitative results show that
this process is indeed affecting the bond and stock markets in Japan, the United States
and Germany, and thereby provides further evidence of the globalization of financial
markets.

ENDNOTES

1. European Central Bank, Kaiserstrasse 29, D-60311, Frankfurt am Main, GERMANY. All views expressed are
those of the authors alone and do not necessarily reflect those of the ECB or the Eurosystem. Seiichi Tsurumi,
Japanese Banking Association, kindly provided certain data on Japan.

2. Other studies dealing with the globalization of financial markets can, among many others, be found in Auern-
heimer (2003), including the studies cited there. Furthermore, see Heathcote (2002), de la Torre et al. (2002)
and Moshirian and Szegö (2003). For Japan, studies focusing on financial globalization are Suzuki (1989), Sasaki
et al. (2000) and Takahashi and Kobayakawa (2003).

3. Eurobonds—not to be confused with bonds denominated in euro—are bonds denominated in a currency other
than the national currency of the issuer.
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8. WEEKLY EXPECTED CREDIT SPREADS IN LATIN-AMERICAN BRADY BONDS

FRANCO PARISI, IKE MATHUR, AND JORGE URRUTIA1

1. INTRODUCTION

Since 1990, following the introduction of the Brady Bonds, debt market of emergent econ-
omy was liquid, until the Asian crisis. As a matter of fact, until 1998, Brady Bonds represented
over 30% of total traded volume of emerging countries’ debt market. These debt instruments
were designed within the Brady Plan2, which consisted of a rearrangement of the emerg-
ing countries’ debts. These economies could convert debt of commercial banks (originated
from the debt crisis of the 1980’s) into government bonds. The high traded volume3 and the
importance of this instrument allow the market to use the Brady Bond yields as a source of
information about the sovereign risk of emerging countries.

This research is focused on distinguishing whether or not the Latin American weekly
Brady Bond’s credit spread can be forecasted using a reduced number of international or
local financial variables. To answer this question, we study the weekly credit spread Brady
Bonds from Argentina, Brazil, Mexico and Venezuela.

We have chosen a reduced set of financial variables that belong to Brady Bond issuer
countries and the US economy, and they are likely to contain information about weekly
variation in the expected credit spread of the bonds. The chosen variables are the inverse
relative wealth, bond betas, US term spread, and the real US Treasury Bond yield, similar to
Ilmanen (1995). The first two instruments are specific proxies for time-varying risk aversion
and time-varying risk, and the last two instruments are alternative proxies for the overall
expected credit spread. Also, earlier studies, such as Borbine and Forni (1997), report evidence
of the Mexican crisis influence in the Brady Bond market. Thus, in order to capture that
shock and the Asian crisis, we have designed two dummy variables.
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Our results indicate that US inverse relative wealth (INVRELW) is positively correlated to
the weekly Brady Bonds credit spread, for both the Par and Discount. The US bond beta has
a positive relation with the studied variables. We found a positive and significant relationship
between the intertemporal interest rate structure proxy and the credit spreads in the sample.
For the real interest rate proxy, we observe a negative and significant relationship where a
substitution effect between Brady Bonds and Treasury Bonds takes place. The dummies are
highly significant, capturing the effects of the financial crises.

The predictability patterns of the weekly Latin American Brady Bond credit spreads are
very similar, and the US instruments are better predictors than local instruments. The regres-
sion coefficients are similar through the different weekly Brady Bond credit spreads analyzed,
and the results for Par and Discount bonds are also similar. That is why we study the comove-
ments between the weekly Brady Bond’s credit spread from Argentina, Brazil, Mexico, and
Venezuela. In fact, Barbone and Forni (1997), using a cointegration analysis of the excess
Brady Bond’s returns, found evidence about comovements. We used a Singular Latent Vari-
able Model (SLVM), for the case of the credit spreads of Latin American countries studied.
Our results validated that the weekly Latin American Brady Bond credit’s spreads seem to
be perfectly correlated. A possible source of these comovements could be the variations of
the predictive instruments and a herd behavior of investors.

This paper is structured in four parts. After the introduction, we discuss in section II
the motivation of the predictive instruments. In section III, we present a description of
the predictable variation of Latin-American Brady Bonds and the meaning of our findings.
In section IV we discuss the description of common variations in Latin-American Brady
Bonds and some possible explanations for such performance. In section V we present our
conclusions.

2. MOTIVATING THE PREDICTIVE INSTRUMENTS

In this section, we discuss the variables that may help to determine the expected credit
spread of the Brady Bonds studied. For this purpose, it is important to know some particular
characteristics of the Latin-American debt markets. Kaplan (1998) establishes that Brady
Bonds, through their history, have had returns similar to low grade corporate US bonds, but
with a higher risk. The author found significant correlations between Brady Bond market
and US stocks and bonds market, for both Par and Discount. Thus, Brady Bonds play an
important role diversifying risk for international investors. As a result, it would be logical to
think that the predictability of the weekly Brady Bond credit spread could be explained by
US variables. Those instruments should be useful explaining both the US bond and stock
markets, implying that the Brady Bonds could be a kind of international junk bond4.

Several empirical studies analyze the predictability of the bond returns. Fama and French
(1989) and Chen (1991) argued that the variance of the US asset returns is related to eco-
nomic conditions. As a matter of fact, the stocks and bonds expected returns tend to be
higher in contractive periods of the economic cycle and lower in peaks of the cycle. Keim
and Stambaugh (1986) and Fama and French (1989) show that variables such as dividend
yield and term spread can predict the excess bond returns in stocks and bonds in the US. The
predictive ability over the excess bond returns studied in Ilmanen (1995) has been superior
compared to earlier studies. Ilmanen (1995) chose financial variables that are reasonable deter-
minants of the expected bond risk premia. The instrument choices include specific proxies for
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time-varying risk aversion, time-varying risk, as well as two US overall proxies for the
expected bond risk premia (term spread and real bond yield ).

Earlier studies such as Lauterbash (1989) and DeBondt and Bange (1992) attempt to explain
the time-variation in bond expected returns, analyzing several measures of time-varying risk.
Such measures cannot explain the observed countercyclical patterns in expected returns. In
this article, we intend to identify whether wealth-dependent relative risk aversion (RRA),
rather than time-varying risk, causes this pattern. Chen (1991) argues that investors are more
risk averse and require a higher compensation for holding risky assets when their wealth is
relatively low. The time-varying risk aversion and time-varying risk can cause a temporary
time-varying for the risk premium. However, we propose, similar to Ilmanen (1995); that the
RRA vary inversely with the relative wealth, and that variation explains the cyclical patterns
observed in the expected returns of assets. As an agent’s wealth declines, he or she becomes
increasingly risk averse. The higher the risk aversion, the higher compensation demanded to
hold risky assets, such as stocks and long term bonds. Accordingly, the proxy for overall RRA
level is the inverse relative wealth of the stock market. We discuss a model in which RRA
varies with wealth and then describe the empirical proxy for the wealth-dependent
RRA. Marcus (1989) presents a two-period, two-asset model in which identical agents
have the utility function shown in equation (1).

U(W) = (W − ω)1−γ

1 − γ
, (1)

where W is wealth, ω is subsistence wealth, and γ is a positive constant. This function
implies wealth-dependent RRA level:

RRA = −W(Uw)′′

Uw
= −γ

1 − (ω/W)
(2)

where (UW)′′ symbolizes the second derivation of the wealth-dependent utility function.
Rational agents never let their wealth reach or fall below subsistence level because they suffer
infinite disutility when ω = W. As an agent’s wealth declines toward the subsistence level,
he or she becomes increasingly risk averse. In contrast to this situation, as wealth increases,
RRA approaches γ asymptotically.

When ω = 0, the function reduces to a power utility function, which exhibits constant
RRA. Thus, decreasing RRA is a direct consequence of assuming a positive subsistence
level. In the Marcus model, RRA and the expected market premium risk vary inversely
with absolute wealth level. It is more plausible that the subsistence level varies over time and
the RRA varies inversely with relative wealth5.

For the analysis, we use INVRELW (the ratio between the past wealth and current wealth)
as a proxy for the aggregate RRA level. This choice is an approximation of a utility function
with a subsistence level that varies with past wealth. The inverse ratio captures some of the
nonlinearity in the RRA equation, where RRA is more sensitive to changes in wealth at
lower wealth levels. A significant positive relation between INVRELW and future asset returns
should exist because many asset pricing models imply that expected asset risk premiums are
positively related to the aggregate RRA level.

In this analysis, we use as an empirical proxy of the aggregate wealth the MSCI6 index for
each of the countries analyzed. It is well known that the stock market represents only a small
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part of the aggregate wealth. Nevertheless, they constitute the most volatile segment and are
positively correlated with other wealth sources. In addition, stock prices are timely and can
be measured accurately, despite the fact they cannot replace the macroeconomic variables
that effectively determine in a precise way the aggregated wealth.

Choosing an adequate historical data gap that is related to past wealth is not an easy task.
Consequently, we employ an exponential weighted average of past wealth levels, giving a
little weight to those more distant wealth levels. We have taken a coefficient equal to 0.9,
which is not subjective. With this instrument, we intend to capture possible effects related
to the economic cycle. The inverse wealth function is as shown in equation (3).

INVRELWt = ε∗ω∗α∗Wt−1

Wt
= (Wt−1 + 0.92∗Wt−2 + 0.93∗Wt−3 + · · ·)∗0.1

Wt
(3)

Where Wt is a market index at the time t. Meanwhile, ε, ω, α and Wt−1 are parameters
used for calculating the exponential average of wealth in the time t − 1 . As a preliminary
characterization, Ilmanen (1995) studied the relationship between the performance of the
US economic cycle, the index INVRELW, and excess bond returns. Further, he discovered
that the bond risk premium behaves similarly to INVRELW, but with a certain difference.
For this reason, INVRELW may well represent the existing relationship between the bond
risk premium or credit spread and the US economic cycle.

The predictable asset risk premium variation might be based on the time-varying risk, as
well as the time-varying risk aversion. From all the possible instruments that can reflect the
time-varying risk, we take the bond beta, defined as the coefficient from the regression of
credit spread of bonds over stock market. This instrument is motivated by a CAPM7 with
time-varying betas.

The proxies for time-varying risk aversion are unlikely to capture all predictable variations
in credit spread. Therefore, an additional instrument will be used to calculate the overall
expected bond credit spread. The shape of the yield curve8 has often been used as a proxy for
the expected bond risk premium. Both Fama and Bliss (1987) and Campbell and Ammer
(1993) show that the continuously compounded (per-period) yield on an n-period nominal
discount bond can be described as shown in equation (4).

Yn,t = (1/n)Et

n−1∑
i=0

(πt+1+i + µt+1+i + Xn−1,t+1+i) (4)

This yield Y, is a sum of three terms: the n-period average of expected inflation rates π; the
n-period average of expected real rates of a one-period nominal bond µ; and the n-period
average of expected bond risk premium X. Equation (4) shows that the bond yield contains
information about future expected bond risk premium, but also about future expected events.
It is a noisy proxy for expectations of all three terms on the right hand side of equation (4).
Subtracting for the bond yield elements that reflect the future short rates, (y1 = π + µ)
should produce a less noisy proxy for the expected credit spread. This motivates the use of
the term spread and the real bond yield; both are differences between the bond yield and
some other variable. The per-period term spread can be written as shown in equation (5).

TERMSPn,t = Yn,t − Y1,t = (1/n)Et

n−1∑
i=0

[(n − 1 − i)(�Y1,t+2+i ) + Xn−i,t+1+i ] (5)
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Where �Y1 is the change in the one-period nominal yield. The per-period real bond
yield can be represented as shown in equation (6).

REALYDn,t = (1/n)Et

n−1∑
i=0

(µt+1+i + Xn−i, t+1+i ) (6)

In our research, we use the year-on-year inflation rate as the expected inflation rate over
the remaining life of the bond. This measure implicitly assumes that the inflation rate follows
a random walk. If this assumption holds empirically and the sum of the expected real rates
µ is stable over time, variation in the real bond yield reflects variation in expected bond
credit spread. Equation (5) and (6) show that the term spread and the real bond yield contain
information about expected bond credit spread. Thus, neither instrument is likely to be a
perfect proxy for the expected bond risk premium. Because is it not clear a priori whether
the term spread or the real bond yield is the less noisy proxy, we use both instruments in our
empirical analysis.

Earlier investigations report evidence about a significant effect on the Brady Bond’s credit
spread due to the Mexican crisis. Barbone and Forni (1997) hold that the Mexican crisis has
caused a permanent effect on the Mexican Brady Bond’s risk valuation. The authors find
additionally strong comovements between all the Latin-American time series. Figure 1 shows
the so-called “tequila effect” happened in 1995 after the Mexican devaluation. This shock
can be easily noticed by the rising in Brady Bond yields for the four countries. Therefore,
it is important to include a variable which is able to capture this shock. We create Dmex,
which takes the value of one for all the observations before August 29th of 1997 and takes
the value of zero otherwise.

On the other hand, after studying the Brady Bond’s credit spread series, we observe a
“shooting” in the second half of the 1997 sample, which leads us to suspect another external
effect that can be explained by the Asian crisis. We have included another dummy variable
called Dasia, which takes the value of one between August 29th of 1997 and January 30th of
1998 and zero otherwise.

3. DESCRIPTION OF THE PREDICTABLE VARIATION IN LATIN-AMERICAN
BRADY BONDS

We examine the predictability for four Brady Bonds’ credit spread from Argentina, Brazil,
Mexico and Venezuela. These bonds constitute nearly 80% of the Brady Bonds market. To do
so, we will employ weekly data from July 28th of 1995 to July 31st of 1998 from Bloomberg’s
database. The credit spread data set for Par and Discount Brady Bond versions are presented in
Table 1 and Figure 1. For this article, we chose version Par and Discount of the studied Brady
Bonds according to liquidity (see the last column in Table 1) and homogeneity9 criteria.

Since the analyzed countries have a lack of liquidity in their local Treasury bond markets,
we employ the monthly Eurodeposits rate as a riskless short term security10. This choice is given
by its low default probability. The predictive variables are: INVRELW, the US bond beta
(BOND BETA), the term spread (TERMSP ), and the US real bond yield (REALYD) and
two crisis related dummies (Dmex and Dasia). Besides the variables mentioned, we include
the variables INVRELW local and BOND BETA local belonging to each Brady Bond issuer
country.
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Figure 1. Brady Bond Credit Spreads

INVRELW is the ratio of past real wealth to current real wealth. We use each country’s
Morgan Stanley Capital International (MSCI) stock market index as real wealth proxies, since
they are global, US dollar expressed and comparable indexes. The local bond beta is the slope
coefficient obtained from a regression of the weekly local bond credit spread on the weekly
local stock market return over the past 24 weeks. The index TERMSP is the yield difference
between the 30 year US Treasury Bond and the one month US Treasury Bond. The US real
bond yield (REALYD) is the difference between the 30 year US Treasury Bond and the US
inflation rate (CPI) lagged in one month. Dmex is a dummy variable which takes a value of
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Table 1. Latin American Brady Bonds Description

COUNTRY Bond Announcement Emission Maturity RatingsA LiquidityB

ARGENTINA (18%)C Par Apr-92 4/7/93 3/31/23 Bl, BB− Ll
Discount 4/7/93 3/31/23 L2+c

BRAZIL (35%) Par Jul-92 4/15/94 4/15/24 B1, B+ Ll−
Discount 4/15/94 4/15/24 L2+

MEXICO (19%) Par Jan-90 3/28/90 12/31/19 Ba2, BB L1
Discount 3/28/90 12/31/19 L2+

VENEZUELA (12%) Par Jun-90 12/l8/90 3/31/20 Ba2, – Ll−
Discount 12/l8/90 3/31/20 L3

A Moody’s and Standard and Poor’s respectively. The ratings are for the period of August, 1998.
The following table summarizes the grade’s ranking:

Investment Grade Speculative Grade
Moody’s S&P Moody’s S&P
Aaa AAA Ba1 BB+
Aa1 AA+ Ba2 BB
Aa2 AA Ba3 BB−
Aa3 AA− B1 B+
A1 A+ B2 B
A2 A B3 B−
A3 A−
Baa1 BBB+
Baa2 BBB
Baa3 BBB−
Note: Baa1/BBB+ or below is JPMorgan’s rating to define “emerging economies” in the context of the debt markets.
Source: Bradynet.com

B JPMorgan’s liquidity rating of Brady Bonds is:
L1 Benchmark Average bid/offer < 3/8 and traded for principal brokers
L2 Active Average bid/offer < 3/4 and traded for at least half of the brokers
L3 Traded Average bid/offer <2 and traded for at least one principal broker
L4 Mostly Illiquid Average bid/offer <3 and traded for at least one principal broker
L5 Illiquid Bono rarely traded for principal brokers
Note: An L1, L2, L3 category bond must price % of the time.

An L4 category bond must price 25% of the time.
In JPMorgan’s criteria, principal brokers are: Eurobrokers, Tullets, Tradition, Cantor, Chapdelaine Y RMJ.

Source: JP Morgan, 1998.
C % of the total volume in Brady Bonds market.
Source: Bradynet.com

one before December 29th of 1995 and zero otherwise. On the other hand, Dasia, takes the
value of one between August 29th of 1997 and January 30th of 1998 and zero otherwise.

In Table 2, we can see some statistical features of the series selected for dependent and
independent variables. The credit spreads are different through the issuer countries. Differ-
ences between Brady Bond credit spreads are also reflected among the dissimilar volatility.
The impact of the positive changes in the credit spread can be observed through the yields.
For instance, Venezuelan Discount bonds have no credit ranking changes during the sample
period, and its yields are highly volatile, as seen in Table 2. Thus, in the case of Venezuela,
regardless of the “Oil Warrant”11, its Brady Bonds are the most volatile in the sample. The
credit spreads show high first order correlations, which go beyond 0.97. In the case of predic-
tive instruments, we verify a very strong first order correlation, a little inferior to the credit
spreads ones. The correlation coefficients between the different countries’ credit spreads are
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Table 2. Statistical Summary of Brady Bond Credit Spreads and Predictive Variables 07/28/1995 untill 07/3
l/1998

Brady Bond credit spreads are the difference between the Brady Bond yield and the one-month Euro deposit
interest rate. INVRELW is the inverse of a real stock market index, defined in equation (3). BOND BETA is the
slope coefficient of a regression of weekly bond credit spreads over weekly stock returns in a period of 24 weeks.
TERMSP is the difference between the long maturity Treasury bond and the short term Treasury bond yields.
REALYD is the difference between the 30 year US Treasury Bond yield and the US inflation rate (CPI) lagged in
one month.

Panel A: average of the series, standard deviations and firs order autocorrelation coefficients

EXCEEDING RETURNS

ARGENTINA PAR BRAZIL PAR MEXICO PAR VENEZUELA PAR

AVERAGE 8.120 8.045 7.248 9.415
DESV 2.920 2.733 2.411 4.904
AC(1) 0.968 0.967 0.971 0.981

ARGENTINA DISCOUNT BRAZIL DISCOUNT MEXICO DISCOUNT VENEZUELA DISCOUNT

AVERAGE 7.978 8.310 6.994 10.323
DESV 3.355 2.642 2.463 5.702
AC(1) 0.968 0.966 0.972 0.977

BOND BETA

ARGENTINA PAR BRAZIL PAR MEXICO PAR VENEZUELA PAR

AVERAGE −0.049 −0.054 −0.049 −0.058
DESV 0.056 0.046 0.044 0.081
AC(1) 0.876 0.857 0.807 0.878

ARGENTINA DISCOUNT BRAZIL DISCOUNT MEXICO DISCOUNT VENEZUELA DISCOUNT

AVERAGE −0.058 −0.052 −0.051 −0.057
DESV 0.058 0.051 0.039 0.079
AC(1) 0.874 0.837 0.794 0.865

INVRELW

ARGENTINA BRAZIL MEXICO VENEZUELA

AVERAGE 6.762 6.527 6.666 7.016
DESV 2.683 2.950 2.497 2.499
AC(1) 0.825 0.866 0.831 0.864

EE.UU.

INVRELW BOND BETA TERM REALYD

AVERAGE 6.617 6.362 6.500 6.845
DESV 2.730 2.966 2.523 2.533
AC(1) 0.781 0.851 0.957 0.937

Panel C: Sample correlations among US predictive instruments

EE.UU. EE.UU. EE.UU. EE.UU.

INVRELW BOND BETA TERM REALYD

INVRELW 1.000
BOND BETA −0.137 1.000
TERM 0.204 −0.494 1.000
REALYD 0.011 −0.104 0.089 1.000
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far above the ground and move between 0.94 and 0.98, for Par and Discount bonds. On the
other hand, the US predictive variables, in general, are not correlated.

Now we shall investigate whether Brady Bond credit spreads can be predicted using a
US data set, as well as analyse whether the differences among Par and Discount forecasts
are significant in our predictive model. Finally, through a restricted model12, we determine
the convenience of using US variables instead of local instruments. Table 3 shows the result
of multiple regressions of US instruments over Brady Bond credit spreads, both for Par and
Discount13. Multiple regressions let us see the predictive power of the variables Dmex, Dasia,
TERMSP, REALYD, INVRELW and BOND BETA. As expected, US instruments are able
to predict the weekly Latin-American Brady Bond credit spreads. We observe that such
instruments concurrently explain between 77.86% and 81.32% of the variation in Par bond
returns for the different selected countries. For Discount version we also see a high predicting
ability, capturing nearly 78.69% to 80.90% of the variations. It is interesting to notice that
the R2 for the Argentinean Par and Discount bonds cases does not significantly rise above
the rest of the countries. This result is different than Kaplan (1998), who finds much higher
correlations (almost double of the remaining studied countries) between Argentinean bonds
and the US stocks and bond market.

The positive and significant coefficients of US INVRELW for all the regressions are
consistent with our hypothesis. As expected, INVRELW shows a countercyclical pattern
in relation to stock market (our wealth proxy). Therefore, the higher US INVRELW, the
higher the Brady Bonds credit spreads of all the Latin-American countries. The positive
and significant coefficients for US BOND BETA and TERMSP are also consistent with
our hypothesis. In other words, the variation of the Brady Bonds credit spread for all the
countries follows positively the risk variation in time. Moreover, it is consistent with other
empirical studies, which acknowledge the predictive ability of the bond returns in many
countries14. Also, the studied Brady Bonds are backed by US Treasury bills, so the TERMSP
should capture the movements of these instruments within international markets. Therefore,
TERMSP should have some influence over the Brady Bond credit spreads. Regarding the
variable REALYD, we can appreciate that for all the regressions, the coefficients are always
negative and significant. The explanation does not seem simple, since in earlier studies
REALYD was a noisy proxy for the credit spread. As mentioned previously, the studied
Brady Bonds are backed by US Treasury bills, so we would expect a positive effect of these
instruments over the Brady Bond credit spreads even though it is reasonable that a substitution
effect exists between the Brady Bond returns and the 30 year US Treasury Bonds. As a matter
of fact, in periods of crisis, international investors shelter in US Treasury Bonds instead of
Latin-American debt instruments, while in peak periods, international investors look for
another investment and diversification options (Kaplan, 1998), increasing the demand for
Latin-American bonds. Thus, the substitution effect might dominate the REALYD effect
over risk premium, generating a negative movement between the Brady Bond credit spreads
and the 30 year US Treasury Bonds. The dummies are capturing possible effects of financial
shocks in the Brady Bond studied. As seen in Table 3, the Dmex coefficients are positive
and significant, confirming the impact of the Mexican crisis over the Brady Bond returns,
increasing the credit risks in all the Latin-American issuer countries. In the case of Dasia,
the coefficients are negative and significant, which implies the substitution effect generated
between Asian and Latin-American debt instruments15.
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Table 3. Regressions of Latin American Brady Bond Credit Spreads over US Predictive Instruments
28/07/1995 through 3 l/07/1998.

Brady Bond Credit Spreads are the differences between the Brady Bond yields and the one-month Euro deposit
interest rate. INVRELW is the inverse of a real stock market index, defined in equation (3). BOND BETA is the
slope coefficient of a regression of weekly bond credit spread over weekly stock returns in a period of 24 weeks.
TERMSP is the difference between the long maturity Treasury bond and the short term Treasury bond yields.
REALYD is the difference between the 30 year US Treasury Bond yield and the US inflation rate (CPI) lagged in
one month. Dmex is a dummy variable which takes the value of one for all the observations before August 29th of
1997 and takes the value of zero otherwise. Dusi, is a dummy variable which takes the value of one between
August 29th of 1997 and January 30th of 1998 and zero otherwise. We present the beta coefficients for each variable
and their relative t-statistics (the standard deviations are adjusted for heteroskedastity and first order correlation as
described in Newey and West, 1987). R2 is the determination coefficient adjusted by degree of freedom.

Panel A: Predictive regression for Par Brady Bonds

dependent variable

ARGENTINA PAR BRAZIL PAR MEXICO PAR VENEZUELA PAR
independent variable exceeding returns exceeding returns exceeding returns exceeding returns

Dmex 5.03 4.54 3.88 8.00
[6.95]∗ [8.19]∗ [5.92]∗ [7.17]∗

Dasia −2.06 −2.05 −2.40 −4.72
[−4.02]∗ [−4.49]∗ [−5.89]∗ [−6.21]∗

INVRELW eeuu 32.71 25.83 26.27 43.60
[4.67]∗ [4.68]∗ [4.66]∗ [4.63]∗

BOND BETA eeuu 27.97 33.53 19.39 62.31
[2.92] [3.88]∗ [2.33]∗ [3.81]∗

TERM eeuu 2.02 1.55 0.66 1.89
[4.37]∗ [3.59]∗ [1.41] [2.45]∗

REALYD eeuu −1.98 −1.99 −1.69 −3.30
[−4.06]∗ [−4.63]∗ [−3.69]∗ [−3.52]∗

R2 77.86% 79.60% 75.03% 81.32%

∗ significant at 5% confidence level

Panel B: Predictive regressions for Discount Brady Bonds

dependent variable

ARGENTINA DISC BRAZIL DISC MEXICO DISC VENEZUELA DISC
independent variable exceeding returns exceeding returns exceeding returns exceeding returns

Dmex 5.95 4.22 4.03 9.20
[7.60]∗ [7.74]∗ [6.54]∗ [6.98]∗

Dasia −1.45 −1.98 −1.96 −5.16
[−2.28]∗ [−4.11]∗ [−5.50]∗ [−5.71]∗

INVRELW eeuu 30.90 27.30 27.09 44.99
[3.98]∗ [4.94]∗ [5.16]∗ [3.91]∗

BOND BETA eeuu 30.37 33.84 22.44 81.56
[2.81]∗ [3.90]∗ [2.80]∗ [4.05]∗

TERM eeuu 3.32 1.33 1.33 2.58
[6.69]∗ [3.06]∗ [3.33]∗ [2.86]∗

REALYD eeuu −2.65 −2.02 −2.05 −3.54
[−4.84]∗ [−4.60]∗ [−4.69]∗ [−3.09]∗

R2 80.90% 78.69% 79.27% 79.86%

∗ significant at 5% confidence level
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Employing a restricted model, which contains Dmex, Dasia, local INVRELW and local
BOND BETA, we could compare local versus US instruments. As shown in Table 4, R2

for all the regressions that include US instruments are higher than those which employ local
variables, both for Par and Discount Bonds. In fact, models designed with US instruments
show R2 fluctuating between 67.21% and 74.69% for Par Bonds and between 62.16% and
73.32% for Discount Bonds. Meanwhile, models designed with local variables show R2

fluctuating between 54.51% and 66.20% for Par bonds and between 50.23% and 66.16% for
Discount Bonds.

Table 4. Restricted Model for Regressions of the Latin American Brady Bond Credit Spreads over Local and
US Instruments, 07/28/1995 though 07/31/1998

Brady Bond Credit Spreads are the difference between the Brady Bond yields and the one-month Euro deposit
interest rate. INVRELW is the inverse of a real stock market index, defined in equation (3). BOND BETA is the
slope coefficient of a regression of weekly bond yields over weekly stock returns in a period of 24 weeks.
TERMSP is the difference between the long maturity Treasury bond and the short term Treasury bond yields.
REALYD is the difference between the 30 year US Treasury Bond yield and the US inflation rate (CPI) lagged in
one month. Dmex is a dummy variable which takes the value of one for all the observations before August 29th of
1997 and takes the value of zero otherwise. Dasia, is a dummy variable which takes the value of one between
August 29th of 1997 and January 30th of 1998 and zero otherwise. We present the beta coefficients for each variable
and their relative t-statistics (the standard deviations are adjusted for heteroskedastity and first order correlation as
described in Newey and West, 1987). R2 is the determination coefficient adjusted by degrees of freedom.

Panel A: Predictive regressions for Par and Discount Brady Bonds employing US instruments.

dependent variable

ARGENTINA PAR BRAZIL PAR MEXICO PAR VENEZUELA PAR
independent variable exceeding returns exceeding returns exceeding returns exceeding returns

Dmex 5.65 5.21 4.49 9.14
[5.94]∗ [6.84]∗ [5.74]∗ [6.67]∗

Dasia −2.82 −2.67 −2.74 −5.56
[−4.36]∗ [−4.49]∗ [−5.23]∗ [−5.14]∗

INVRELW eeuu 40.64 32.45 29.99 52.58
[4.88]∗ [4.45]∗ [4.89]∗ [4.84]∗

BOND BETA eeuu 11.45 20.32 12.93 45.39
[0.81] [1.62] [1.14]∗ [2.06]∗

R2 67.21% 70.01% 68.85% 74.69%

dependent variable

ARGENTINA DISC BRAZIL DISC MEXICO DISC VENEZUELA DISC
independent variable exceeding returns exceeding returns exceeding returns exceeding returns

Dmex 6.74 4.91 4.73 10.40
[5.94]∗ [6.84]∗ [5.85]∗ [6.75]∗

Dasia −2.64 −2.54 −2.52 −6.21
[−2.97]∗ [−4.23]∗ [−4.39]∗ [−4.82]∗

INVRELW eeuu 43.30 33.30 33.13 56.23
[4.30]∗ [4.66]∗ [5.20]∗ [4.34]∗

BOND BETA eeuu 3.81 22.22 10.79 59.40
[0.20] [1.78]∗∗ [0.85] [2.31]∗

R2 62.16% 69.37% 68.23% 73.32%

(Continued )
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Table 4. (Continued)

Panel B: Predictive regressions for Par and Discount Brady Bonds employing local instruments.

dependent variable

ARGENTINA PAR BRAZIL PAR MEXICO PAR VENEZUELA PAR
independent variable exceeding returns exceeding returns exceeding returns exceeding returns

Dmex 5.40 6.12 4.30 10.57
[9.21]∗ [9.92]∗ [9.88]∗ [13.34]∗

Dasia −2.32 −1.49 −1.98 −3.87
[−3.74]∗ [−3.02]∗ [−5.44]∗ [−5.25]∗

INVRELW local 6.03 4.40 6.95 0.00
[1.39] [1.75]∗∗ [2.40]∗ [0.00]

BOND BETA local 0.20 −17.32 −6.86 8.46
[0.03] [−2.96]∗ [−1.29] [3.29]∗

R2 54.51% 66.44% 61.93% 66.20%

dependent variable

ARGENTINA DISC BRAZIL DISC MEXICO DISC VENEZUELA DISC
independent variable exceeding returns exceeding returns exceeding returns exceeding returns

DUMMEX 6.05 5.59 4.45 12.20
[8.44]∗ [9.34]∗ [8.36]∗ [11.95]∗

DUMASIA −2.01 −1.83 −1.82 −4.62
[−2.42]∗ [−3.25]∗ [−4.54]∗ [−4.47]∗

INVRELW local 2.99 5.02 4.93 1.09
[0.58] [1.83]∗∗ [1.59] [0.36]

BOND BETA local −3.99 −7.31 −2.76 11.56
[−0.70] [−1.64]∗∗ [−0.39] [1.80]∗∗

R2 50.23% 59.30% 56.48% 66.16%

∗ significant at 5% confidence level
∗∗ significant at 10% confidence level

The results shown in Table 4 are consistent with our hypothesis. US instruments are able to
explain Brady Bond credit spreads better than local variables. It is logical to think that Brady
Bonds, which are principally demanded by international investors, might move closer to
US time-varying risk than to Latin-American countries’ time-varying risk. This leads us to
detect a strong dependence level between Latin-American and US markets. In an integrated
world, the weekly Brady Bond credit spread could be mainly determined by international
markets.

Brady Discount bonds, which do not imply interest rate risk, should reflect a cleaner
measure of country risk than Par Brady Bonds. Nevertheless, we could not find evidence
related to this inference since the forecasts for both kind of bonds, either employing US
or local variables, do not vary substantially. In fact, we can see how all of our predic-
tions have the same signs for all the estimated parameters. Furthermore, the power of our
model is very similar between the Brady Bond credit spreads. Even though the credit spread
may be forecast by a small set of instruments, such prediction is very similar through the
analyzed bonds and makes no relevant distinction between all tested Par and Discount
bonds.
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4. DESCRIPTION OF LATIN-AMERICAN BRADY BONDS COMMON VARIABLES

We have analyzed the weekly credit spread in a separate way for each bond. Now, we
study the common variation in the expected Brady Bond credit spread. Table 3 provides
preliminary evidence useful for this section. First, the predictive patterns are very similar
between countries. Second, US instruments are better predictors than local variables. Third,
the parameters obtained from the predictive instruments are similar through the credit spreads
studied. Fourth, our results are similar both for Par and Discount bonds. Therefore, these
performance patterns suggest the existence of high correlations between the expected credit
spread. In order to examine how correlated the expected credit spreads are between the
studied countries, we analyze the weekly expected bond credit spreads from July 28th of
1995 through September 4th of 1998.

A test of a single latent variable model (SLVM) provides a formal way to assess whether
expected Brady Bond credit spreads form Latin America are perfectly correlated (see
Campbell and Clarida, 1987). SLVM assumes that conditional betas (βi) in a one-factor
model are constant and that the expected credit spread of the risk factor (λt) is linear in a set
of forecasting instruments:

λt = ∑N
n=0 θn Zn,t, where the instrument set consists of a (N + 1 ) vector Zt (Z0,t is a

constant) and where θn are the coefficients of these instruments. SLVM implies that expected
credit spreads of Brady Bonds from Latin America are proportional to λt and, thus, perfectly
correlated. The expected credit spread of asset i over the nominally riskless asset is as shown
in equation (7).

Et (ri,t+1 ) = βi λt = βi

(
N∑

n=0

θn Zn,t

)
=

N∑
n=0

ωi nZn,t (7)

Where ωi n = βi θn . The expected credit spread varies across assets only to the extent that
their betas are different. SLVM imposes the restriction that the ratio of any two regression
coefficients should be constant across forecasting equations.

These restricted equations can be tested using Hansen’s (1982) generalized method of
moments (GMM)16, where chi-square statistics reflect the correlation between each residual
series and each instrument series in the model. Thus, a high chi-square shows that residuals
are predictable and that there is no evidence against model restrictions.

Table 5 shows the results for equation (7). There are 28 orthogonality conditions and 10
parameters to be estimated, with a remaining 18 overidentifying restrictions to be studied.
Chi-square has a 99.95 p-value both for Par and Discount bonds. Therefore, the data set does
show evidence against the model restrictions; that is, the weekly Brady Bond credit spreads
seem to be perfectly correlated.

Cumby and Huizinga (1992) notice that the chi-square test reflects whether the data set
contains statistically significant deviations from the null hypothesis of perfect correlation
between expected credit spreads. But this mechanism does not report enough information
to detect how far from the hypothesis our data set is. Thus, high p-values may indicate that
expected credit spreads are perfectly correlated, but this could be caused by a low power17. Con-
sequently, Cumby and Huizinga (1992) argue that the sample correlation between expected
credit spreads and the estimated standard error of this correlation coefficient should be exam-
ined directly.
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Table 5. Estimation and Analysis of the Singular Latent Variable Model (SLVM) 07/28/1995 through 07/3
l/1998.

Results of a SLVM estimation employing Generalized Method (GMM):⎡
⎢⎢⎣

r1,t+1

r2,t+1

r3,t+1

r4,t+1

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

θ0 θ1 · · · θ4

β2θ0 β2θ1 · · · β2θ4

β3θ0 β3θ1 · · · β3θ4

β4θ0 β4θ1 · · · β4θ4

⎤
⎥⎥⎦

⎡
⎢⎢⎣

Z0,t

Z1,t

:
Z4,t

⎤
⎥⎥⎦ +

⎡
⎢⎢⎣

u1,t+1

u2,t+1

u3,t+1

u4,t+1

⎤
⎥⎥⎦

Where r1 are the Mexican Brady Bond credit spreads and r2, r3, r4 are the Brady Bonds credit spreads for Argentina, Brazil
and Venezuela. β1, · · · β4 are the coefficients of the “relative estimated betas” for these countries, and u1, · · · u4 are the
residuals. The predictive instruments Z1, · · · Z4 include a constant, INVRELW, BOND BETA, TERMSP and REALYD.
θ0, · · · θ4 are the estimated coefficients for these instruments. The t- statistics (t) over the estimated coefficients have been
calculated through standard deviations adjusted by heteroskedastity and first order correlation (see Newey and West, 1987).
CHISQ is T times the value which minimizes the objective function of GMM. The degrees of freedom (d.f.) are equal to
the number of over identified restrictions. P-value is the significance level for the study of the over identified, expressed in
percentages.

Panel A: SVLM Model for Par Brady Bonds

MEX PAR ARG PAR BRA PAR VEN PAR

1.00 1.07 1.13 1.47
[−] [24.2]∗ [27.6]∗ [13.0]∗

Constant −0.53 [−3.12]∗

INVRELW 0.73 [4.14]∗

BONDBETA 0.98 [4.64]∗

TERMSP −0.01 [−0.83]
REALYD −0.02 [−2.15]∗

Dmex 0.03 [3.68]∗

Dasia −0.25 [−10.66]∗

Specification Test
CHISQ (d.f.) 1.37 (18)
p-value 99.9

[ ] t—statistical
∗significant at 5% confidence level

Panel B: SVLM Model for Discount Brady Bonds

MEX DISC ARG DISC BRA DISC VEN DISC

1 .00 1.12 1.16 1.70
[−] [27.5]∗ [43.5]∗ [16.2]∗

Constant −0.53 [−2.23]∗

INVRELW 0.68 [2.66]∗

BONDBETA 0.46 [1.54]
TERMSP −0.06 [−3.30]∗

REALYD 0.01 [1.24]
Dmex 0.01 [1.05]
Dasia −0.34 [−10.59]∗

Specification Test
CHISQ (d.f.) 1.33 (18)
p-value 99.9

[ ] t—statistical
∗significant at 5% confidence level
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Table 6. Correlation Matrix for Forecasts of Latin American Brady Bond Credit Spreads 28/07/1995 through
31/07/1998.

In the next table we present the correlation coefficients for Par and Discount Brady Bond Credit Spreads together
with their relative t-statistics within parenthesis. The Brady Bond credit spreads are adjusted values from a
regression over six credit spreads predictive instruments (US INVRELW, US BOND BETA, TERMSP,
REALYD, Dmex and Dasia). The standard asymptotic deviations related to the p-values are calculated as described
in Cumby and Huizinga (1992).

ARG PAR ARG DISC BRA PAR BRA DISC MEX PAR MEX DISC VEN PAR VEN DISC

ARG PAR 1.000
[−]

ARG DISC 0.990 1.000
[99.9] [−]

BRA PAR 0.992 0.976 1.000
[99.9] [99.9] [−]

BRA DISC 0.990 0.970 0.999 1.000
[99.9] [99.9] [99.9] [−]

MEX PAR 0.982 0.950 0.988 0.989 1.000
[99.9] [99.9] [99.9] [99.9] [−]

MEX DISC 0.996 0.980 0.994 0.994 0.992 1.000
[99.9] [99.9] [99.9] [0.000] [99.9] [−]

VEN PAR 0.978 0.949 0.994 0.994 0.992 0.985 1.000
[99.9] [99.9] [99.9] [99.9] [99.9] [99.9] [−]

VEN DISC 0.975 0.949 0.994 0.992 0.985 0.980 0.999 1.000
[99.9] [99.9] [99.9] [99.9] [99.9] [99.9] [99.9] [−]

Table 6 presents the correlation coefficients of the predicted bond credit spreads as well as
their relative t-statistic. The predicted credit spreads are the fitted values from an unrestricted
regression of bond credit spreads on dummies and US variables. The correlations are very
large and move from 0.949 to 0.999, all of them being significant at a 1% certainty level. Even
correlations between Brady Bonds Par and Discount exceed 0.949. These Brady Bond’s credit
spreads correlations are higher than those reported by Ilmanen (1995) for international bond
markets, and higher than the ones reported in other empirical studies18. Figure 2 illustrates
the close comovements in the predicted credit spreads for Par and Discount Bonds among
the four countries.

These high correlations, even among Par and Discount bonds, tell us about synchronized
movements in this international debt market. As a matter of fact, we would expect closer
movements between Discount Brady Bonds due to the absence of interest rate risk. How-
ever, evidence tells something different the two kinds of Brady Bonds studied have similar
comovements. Barbone and Forni (1997) attribute these comovements to a kind of conta-
gion effect between Brady Bond’s credit spread, which would be a mix of herd behavior
and a learning spillover effect19. The authors suggest that international traders have limited
information about emerging economies, so any new information about one debtor country
could be interpreted as Latin-American region information.

It would be reasonable assuming that traders’ investment decisions are based on two ele-
ments: private information about fundamental variables and other traders’ behaviour. Where
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Figure 2. Forecasts for Brady Bond Credit Spreads

private information about fundamental variables provides the beliefs of financial distress
probability of a countries, another traders’ behaviour is important not only because of the
additional information that he or she confers, but also because the investors’ reputation lies
on profitable investments, and they are after all, compared to other trader’s performance. The
latter fact is known as herd behavior, according to Scharfstein and Stein (1990).

In our research, Brady Bond credit spreads show comovements that are mostly due to
variations of US instruments. Thus, in high uncertainty periods, international investors
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demand higher compensations in their bond portfolios. This behavior, motivated for the risk
aversion and the concern about the investor’s reputation, would explain the herd behavior
which leads traders to leave risky positions such as Latin-American Brady Bonds. Therefore,
the close relationship existing between Latin-American Brady Bond returns might essentially
be explained by international agents risk aversion, and a possible herd behavior that leads
investors to act in a synchronized way, especially in periods of crisis.

5. CONCLUSIONS

This study examines the time varying expected credit spreads for a sample of eight Latin-
American Brady Bonds. We found that a reduced set of US market variables is able to explain
these credit spreads. The wealth dependent relative risk aversion (INVRELW), the bond beta
(BOND BETA), the term spread (TERMSP), the US Treasury Bill real yield (REALYD),
together with two dummies which capture the effects of Mexican crisis (Dmex) and the
Asian crisis (Dasia), appear as important sources of credit spread predictability.

The positive and significant coefficients of INVRELW for all the regressions of credit
spreads (both Par and Discount) are consistent with our hypothesis about a countercyclical
pattern in relation to the stock market. The positive and significant coefficients for BOND
BETA are also consistent with the idea that the variation of credit spreads for all of the Brady
Bonds follows positively the risk variation in time. The positive and significant coefficients
for TERMSP are consistent with the hypothesis that this instrument is a benchmark for Latin
America Brady bond credit spreads. Regarding the variable REALYD, for all the regressions,
the coefficients are always negative and significant which is consistent with a substitution
effect between US Treasury Bonds and Brady Bonds. Dmex and Dasia are significant for all
of our regressions, capturing permanent effects in credit spread of financial shocks.

We found evidence which confirmed that predictability patterns are very similar between
previously studied bonds. Moreover, US variables are better predictors than local, and the
obtained parameters are similar between the analyzed bonds. Our results are the same for Par
and Discount bonds. Through a Singular Latent Variable Model (SLVM), we studied possible
comovements of the weekly credit spreads, finding that the Brady Bonds are highly correlated
between themselves. We also found that the correlations with the forecasts are also high and
statistically significant (always above 0.95), even between Par and Discount bonds. Those
comovements are mainly due to the risk aversion of international investors and to the herd
behavior that leads them to make their investment decisions in a synchronized way.

ENDNOTES

1. Part of this paper was developed when Parisi was at the Department of Business Administration, Universidad de
Chile. We wish to thank Gustavo Grullon, Rodrigo Fuentes, Jorge Gregoire, Gonzalo Chávez, and participants
at the seminars of The Latin American Consortium (LARC) Tulane University- Tecnológico de Monterrey,
Universidad Adolfo Ibáñez and Universidad de Chile. Best paper in Tercera Reunion de Finanzas en Chile
(2002), and received The Santiago Stock Exchange Award.

2. The Brady Plan was impelled by former USA Treasury Secretary, Nicholas Brady, in order to relieve 1982’s
Debt Crisis of many emerging countries. Brady offered multilateral support from the government of the United
States through replacing the debt of commercial banks for government bonds. This operation was available for
those countries that made economic reforms under the assistance of the IMF and the World Bank.

3. Brady Bonds reached a traded amount of US$178 billion in the third quarter of 1998.
4. Blume, Keim and Patel (1991) found that junk bonds or low grade corporate bonds in the USA, presents

properties that belong both to American stock and bond markets. Therefore, any model used to explain
expected returns of these bonds should include variables related to both markets.
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5. Several recent studies formalize the idea that the subsistence level varies over time because of individual
consumers’ adaptive tastes.

6. This index was created by Morgan Stanley. The purpose of this index is to homologate 60% of the stock markets
of each of the countries that are monitored.

7. Capital Asset Pricing Model.
8. The yield curve is a curve constructed from riskless bond returns.
9. All Brady Bonds studied in this article are backed up in principal with US Treasury Bonds Zero coupons, bullet

amortization and guaranteed interests for over one year, and are renewable.
10. We made use of eurodeposits because this instrument is unaffected by local interest rates.
11. Those countries with a strong relationship with the oil price have established some guarantees related to some

oil exportation indexes.
12. The utilization of a restricted model is suggested by the author since it is impossible to construct a faithful

TERMSP and REALYD series for Latin America. This fact is explained by the inexistence of riskless instruments
that have a long enough maturity.

13. The t-statistics over the estimated parameters have been calculated with standard deviations adjusted for het-
eroskedasticity and first order autocorrelation (see Newey and West, 1987).

14. See Fama and French (1989).
15. Cumby and Pastine (2000) find a fall in Brady returns from August 1998, the date which Russia announced

payment cessations and devaluation. This fact, produced by the Asian crisis, shows us that this shock affected
negatively in a second stage the excess Brady Bond returns, increasing the risk premium for all the Latin-
American countries.

16. This method is built on the orthogonality of the regression residuals ui,t+1 with the instrument set Zt . Given
a sample of T observations, the GMM forms a vector of M(N + 1 ) orthogonality conditions g = vec(u’Z),
where u is the T∗ M matrix of residuals and Z is the T∗(N + 1 ) matrix of instruments. An algorithm searches
for parameter values that minimize the quadratic form (multiplied by T) serving as a measure for goodness of
fit for the model. It is asymptotically chi-square distributed with degrees of freedom equal to the number of
overidentifying restrictions.

17. In statistical terms, a low power means the probability of a type II error, which implies not rejecting the false
hypothesis.

18. See Campbell and Clarida (1987) and Cumby and Huizinga (1992) whose studies analyzed correlations within
international currency markets, stock markets, currency returns and international bond return markets.

19. Barbone and Forni (1997) study reactions in Brady Bonds markets due to the Mexican crisis, across time series.
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9. RETHINKING PROJECT FINANCE

ANDREW H. CHEN1

1. INTRODUCTION

The successful development of large-scale infrastructure projects such as power plants, road-
ways, bridges, dams, seaports, airports, and telecommunications networks is vitally important
for economic growth in developed and developing countries alike. Consequently, ensuring
that such projects are successfully undertaken and completed should be a top economic
priority, particularly for the governments of developing countries. In the past decade, the
scale of global capital investment in infrastructure projects has increased rapidly. Esty (2004)
points out that the total project-financed investments worldwide grew at a compound annual
rate of almost 20% through most of the 1990s and reached $165 billion in 2003.2 Most large-
scale infrastructure projects, by their very nature involving massive capital investment, long
completion times, and high levels of risks,3 present formidable financial challenges to devel-
oping countries of the world. Infrastructure development cannot succeed without adequate
financing, and it is clear that large-scale infrastructure development in developing economies
surely requires substantial amounts of technology and capital from developed countries in
North America and Europe.

Although historically we have witnessed a number of large and successful infrastructure
projects, we have also seen many spectacular failures. In their study of sixty engineering
projects with an average size of $1 billion undertaken around the world between 1980 and
2000, Miller and Lessard (2000) found that almost 40% of them performed poorly and were
either abandoned completely or restructured due to severe financial crisis.4 In their more
recent study of the performance of large transport infrastructure projects, Flyvbjerg et al.
(2003) found that cost overruns of 50% to 100% and revenue shortfalls of 20% to 70% were
not uncommon.5
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The typical approaches to financing large-scale infrastructure projects are well-known.
Projects are typically financed on a stand-alone basis, giving rise to an independent project
company for the purpose of financing the construction, operation, and maintenance of
a specific public investment project. The project company exists as a legally independent
entity, usually has a clearly-defined lifespan, and most often is financed with equity capital
from one or a small number of firms and with project loans from a consortium of banks.
The current practice of creating project companies with the structural attributes of high
leverage and concentrated equity ownership has led to Esty’s recent conclusion that “Project
finance, as it turns out, just happens to be a particularly interesting and effective setting
in which to illustrate the simple yet critical idea that ‘structure matters’ ”.6 I believe that
existing approaches to financing infrastructure projects are largely to blame for some of the
failures of large-scale investment projects in the world. Existing approaches are based on
inherently flawed economic justifications. If the financing problems that have repeatedly
plagued infrastructure projects are to be solved, we must consider new approaches.

This paper is organized as follows. Section 2 discusses some of the shortcomings of existing
approaches to infrastructure financing. Section 3 discusses the benefits of financing infras-
tructure projects through the capital markets and describes innovations in issuing project
bonds, project stocks, and project preferred stocks. Finally, the paper concludes with a brief
summary.

2. EXISTING APPROACHES TO INFRASTRUCTURE FINANCING
AND THEIR SHORTCOMINGS

Currently, there exist two main approaches to financ ng infrastructure projects. The first
approach is one that I will call the Build-Own-Operate (BOO) approach; and the second
approach is widely known as the Build-Operate-Transfer (BOT) or the Public-Private-Partnership
(PPP) approach.

2.1. The BOO Approach

In many countries, especially those with planned economies, major infrastructure projects
are built, owned, and operated by the government. The procedure for a particular public
investment project usually begins with government estimates of the total cost of undertaking
the project, including costs of project construction and project operations and maintenance.
The government then evaluates, compares, and chooses from available financing alternatives.
The set of financing alternatives usually includes public funds spent on the hired project
companies, domestic and international bank loans, and privately-placed project bonds. Not
surprisingly, jurisdiction over the aforementioned steps falls under the influence of domestic
politicians. There are several problems inherent in this basic approach. First, bidding on
infrastructure projects is often subject to bribery and corruption. Second, deciding upon a
complex financing structure requires much negotiation and re-negotiation that can cause
delays or even project halts. Third, approval of funding for state-owned projects must often
navigate through lengthy and bureaucratic political processes. And fourth, upon completion
of project construction, actual operation and maintenance are often inefficient by virtue
of the state’s ownership of the project. Indeed, we can draw lessons from the numerous
privatizations of state-owned infrastructure projects over the past few decades. We know that
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such privatizations occurred largely because state-owned enterprises (SOEs) suffered from
inefficiency and poor performance stemming from a lack of proper incentives and reward
systems for managers and workers.

It is worth pointing out that the privatization of even some well functioning publicly-
owned infrastructure projects can arise from other reasons such as the government’s budgetary
needs. As Baglole (2003) has recently stated concerning privatization in Hong Kong: “To
help reduce a record budget deficit, the government plans to sell partial stakes or securitize
revenues from major assets over the next 18 months, from its airport to its tunnels and even
its housing department. The program could raise anywhere from $14 billion to $40 billion
in coming years, depending on what goes on the block, and would put Hong Kong at the
forefront of privatization efforts globally.”7

Experience with such privatizations suggests that creating immediate private ownership of
a public project among a diverse group of investors–both domestic and from abroad—may
lead to a quicker, more successful type of infrastructure financing. In later sections, I will
illustrate how this rapid financing may be accomplished through the capital markets.

2.2. The BOT or the PPP Approach

In order to tap investment capital from private sectors while improving the efficiency of
public investment projects, governments in many countries have been widely encouraged
to apply Build-Operate-Transfer (BOT) or Public-Private-Partnership (PPP)8 approaches to
encourage the participation of private sectors in infrastructure development. Although BOT
(or PPP) is unique to the infrastructure project and to the locale, the basic approach involves
awarding a project to a company that operates it for twenty-five to thirty-five years before
it is transferred back to the government. The sole difference between BOT and PPP lies in
the two approaches’ output criteria. In the PPP model, unlike with BOT, the government
buys services from project companies at agreed-upon prices and thus has a greater influence
in production decisions. As a result, project companies are not overly exposed to changing
market conditions for the outputs. Nevertheless, use of the BOT model is widespread in
many countries. As of May 2004, there were 240 BOT projects in East Asia and 240 in
South America.9 As for the PPP approach, it is reported that, since the early 1990s, the UK
has signed over 569 contracts with an overall value of 52.6 billion pounds having been spent
on PPP projects.10 Compared to the BOO approach, the newer BOT and PPP approaches
can undoubtedly improve the efficiency of infrastructure financing. However, as I will argue
below, both the BOT and the PPP approaches still suffer from some serious shortcomings
that can hinder the performances of infrastructure projects around the world.

2.2.1. Inefficient Bidding Processes

In BOT and PPP project bidding, domestic and foreign project companies usually submit bids
for the entire project to government agencies, which make the final selection. Therefore, the
process is not immune from the influence of domestic politicians and concomitant bribery
and corruption. For example, Mr. Estrada, the former President of the Philippines, stated
that it was his administration’s policy not to grant BOT projects any government guarantee,
and he confirmed that Mr. Jimenez, a former businessman, offered him $14 million for a
direct government guarantee on the multibillion dollars Caliraya-Botocan-Kalayaan (CBK)
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hydropower project which he had declined. Mr. Estrada further stated that Mr. Ramos, the
former President of the Philippines, and Mr. Abrille, the former Philippine ambassador to
Argentina, had lobbied for IMPSA (Industrias Metalurgicas Pescarmona Sociedad Anonima)
for the CBK project, and that IMPSA contract was not formally consummated in his two
and a half years in office. Nevertheless, it took the new administration only a few days to
conclude the deal.11

While it is true that using public tenders in BOT and PPP project bidding processes
can increase efficiency in project cost reduction, the governments of some countries often
impose restrictions on bidding that work against their own best intentions. Instead of allow-
ing open tenders for projects, some governments, based upon their criteria, negotiate and
directly assign project contracts to closely-tied investment companies. According to the World
Bank’s mid-1999 reports on the impact of the Southeast Asian financial crisis, a number of
governments and enterprises in the region had to incur debts of billions of U.S. dollars due
to bad negotiations in BOT investment projects. For example, Indonesia and the Philip-
pines incurred some US $10 billion and US $6 billion in bad debt, respectively, from BOT
investments.12

It is worthwhile to note that some governments now employ new measures to promote
and increase capital investment via the BOT format. For example, it was reported that
the Taiwan Cabinet’s Public Construction Commission finalized a plan of allocating quotas
concerning BOT projects each government agency should sign up with private investors
each year and offering monetary awards to government employees with superb performance
in winning BOT contracts.13

2.2.2. Imperfect Project Contracts

Asian countries in particular have frequently invited firms and contractors from abroad to
invest in their infrastructure projects under the BOT and PPP approaches. Because these
foreign firms and contractors often possess advanced technologies and vast amounts of capital,
domestic politicians may seek to provide enticements via the “red carpet,” i.e., financial
incentives allowing the creation of tax-free bonds for infrastructure; or multi-year tax holidays
for infrastructure investment. However, a red carpet, if not carefully maintained, can be
easily transformed into so much red tape. For example, the Hong-Kong based Hopewell
Holdings secured an ambitious road and train system BOT project in Bangkok in the early
1990s for a 30-year operation with concession of taxes and other benefits. The total worth
of this road and rail project was approximately $4 billion. However, in January 1998 the
Thai Government, citing major delays and cost overruns, ordered the disengagement of
Hopewell from Bangkok’s BOT project. In the end, the Thai government was only willing
to reimburse Hopewell a fraction of the $600 million the infrastructure company had spent
on the project.14

Another instance of unsuccessful BOT infrastructure project involved the U.S. firm Con-
gentrix Energy Inc. Congentrix had been invited by the Indian government to join with
Hong Kong’s China Light and Power Ltd. as a partner in the project. In 1992, the two
companies were to invest in and develop a $1.6 billion Mangalore power project in the south
India state of Karnataka. The project was designated as a “fast-track” project, which enti-
tled it to federal financial guarantees. Mangalore Power Co. (MPC), the company set up by
Congentrix and China Light and Power to develop the project, waited for over 7 years to get
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clearance for executing the project. During those years, MPC spent more than $20 million
and fought several public interest litigations for two years, eventually prevailing. However,
there was a pending two-year-old suit alleging the payment of $13.8 million in bribes to
Indian officials. After a lower court ordered an investigation into the allegations of corrup-
tion, MPC appealed to the Supreme Court in April 1998, and the justices reserved the case
for judgment in January 1999. MPC waited for almost a year without a verdict; as a result,
Cogentrix quit the project on December 9, 1999.15 On December 13, 1999, four days after
Cogentrix announced its withdrawal from the power project, the Supreme Court of India
gave a judgment in favor of MPC.16

These examples illustrate that sometimes a very lengthy time is required to conduct nego-
tiations and renegotiations among project companies, foreign and domestic banks, and politi-
cians of the host country. Companies engaged in a project will typically bear almost all of
the risks—both financial and political—yet will lack adequate diversification. Therefore,
countries in which the political processes of project approval are mired in red tape will have
difficulty in attracting foreign project companies for infrastructure projects.

The PPP approach to project finance is also often subject to political risks. For example,
Enron Corporation built a $2.9 billion power plant in Maharashtra, India that resulted in
considerable controversy in 2001. Enron’s plan was the first of the “fast-track” PPP power
projects signed in 1995 and the only one to have been successfully implemented in India.
The Dabhol Power Company (DPC), in which Enron held a 65 percent share, and its sole
customer, the Maharashtra State Electricity Board (MSEB), had been in dispute on the issue
of tariffs. MSEB owed DPC $45 million in unpaid bills; and DPC insisted the tariff—three
times higher than that typically levied by Indian power producers—reflected high capital
costs, rising fuel costs, and the depreciation of the rupee since the contract was signed in
1995. DPC had issued a preliminary notice to cancel its contract with MSEB. As a result,
the Indian and foreign banks decided to force the closure of the Enron power plan for a year
in June 2001 to give the two partners in the project a chance to discuss and reconcile their
differences.17

The above examples underscore the fact that any project company in BOT or PPP financ-
ing which engages in direct investment on infrastructures invariably must deal with bureau-
cratic red tape and political risk because, ultimately, the key decisions rest in the hands of
host-country politicians.

In addition, changes in political administration can have an ex-post impact on the viability
of agreed-upon BOT or PPP contracts. For example, at the urging of the World Bank and
the International Monetary Fund, the government of Turkey adopted in 2000 the BOT
approach to its electricity sector. However, in 2003 the new Turkish government licensed
72 new power plants with outputs ranging up to 1,120MW, and at the same time it moved
to cancel 30 BOT projects with a combined capacity of 2,846MW due to high output
costs.18

It is also important to point out that the enforcement of contracts agreed to by the
project companies and the governments under BOT or PPP laws is often subject to the
judicial interpretation of the courts. For example, the Supreme Court of the Philippines
on January 21 of 2004 issued a resolution affirming its May 5, 2003 decision declaring as
null and void Piatco’s (Philippine International Air Terminals Co.) BOT contracts in the
NAIA-3 (Terminal-3 at the Ninoy Aquino International Airport) project, which was valued
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at $650 million.19 The ruling had a significant impact on various parties involved. Pistco’s
German partner, which has written off some $313 million in its investment in the Terminal-3
project, vowed to pursue its claims on the facility.20 It has also been argued that the propriety
of security arrangements for the investments in the project, particularly those provided by
international financing institutions (e.g., the Asian Development Bank and World Bank’s
International Financing Corp., which had approved a $440-million loan package for the
project) should not be left to the court’s decision.21

2.2.3. Lack of Diversification and Liquidity in Project Finance

The number of participants in project finance under the BOT or PPP approaches is usually
very small, giving rise to substantial illiquidity and risk concentration. For instance, some
governments usually allow private firms to apply either singly or through the formation of
a consortium that is restricted to four members for tenders. The number of members in the
lending bank consortium is also usually quite small. Therefore, the BOT and PPP approaches
do not provide the benefits of risk sharing in the face of high project risks. For instance, the
Taiwan government launched a BOT project for a high-speed rail link between Taipei and
the CKS International Airport in 1997. But the two contractors, Evertransit International
Co. and BES Engineering Corp., both abandoned the project citing financial problems and
technical difficulties. As a result, the government scrapped the project in April 2003 after six
years of planning.22

In addition to problems of illiquidity under the BOT and the PPP approaches, any contract
that permits private firms to operate projects for twenty-five to thirty-five years and then
transfer them to the government creates severe management incentive problems. As one can
easily see, managers of project companies under either a BOT or a PPP contract would have
ample incentives over the length of the project to engage in managerial misbehavior and
self-dealing behavior before turning over the project to the government.

Motivated by the above observations regarding the shortcomings of current practice of
using the BOT and PPP approaches, I now propose a new approach—one that brings with
it correct financial tools and proper economic incentives—that holds out the promise of
improving the critical process of infrastructure project financing in developed and developing
countries around the world.

My message in this paper is a simple one. Successful financing of major infrastructure
developments is too important and too vital to the rapid economic growth of many countries
in the world to be simply left to the hands of politicians. Instead, project finance should be
guided by the capital market’s invisible hand. And a key part of such financing must come
from financial innovation. The fundamental challenge of infrastructure financing, then, is
how to match the massive demand for capital investments in the world with a supply of
capital from millions of private investors through project securities available on a global scale.

3. A NEW APPROACH TO PROJECT FINANCE THROUGH CAPITAL MARKETS

Since the widely-used BOT and PPP approaches have not produced satisfactory results in
terms of the performance of large-scale infrastructure projects around the world in the past
decade, a new approach is needed. The capital markets provide fundamental opportuni-
ties for risk-sharing among millions of private investors through financial innovations. As
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I have noted in Chen (2002), motivations for financial innovation are no doubt complex
and diverse, but they can be best understood by the simple acronym TRICKME, in which:
‘T’ stands for reduction of taxes and transactions costs; ‘R’ for circumvention of bad reg-
ulations; ‘I’ for reduction of informational asymmetry; ‘C’ for market completion’ ‘K’ for
knowledge advancement; ‘M’ for marketing efforts for new products and new processes,
and ‘E’ for financial engineering.23 This acronym captures the idea that newly-developed
financial instruments can be used to enable financing infrastructures in a way that will reduce
agency costs arising from bureaucratic regulations and informational asymmetries. It is my
view that the operation of the capital market’s invisible hand will prove undoubtedly to
be the most efficient and most successful way to achieve desired results in infrastructure
development.

The core of the new approach to financing infrastructure is the idea that the economic
costs and benefits of infrastructure projects can and should be determined by placing the
project financing in the hands of millions of private investors from the start. In other words, I
advocate using the invisible hand—the capital market—to determine the economic value of an
infrastructure project and to provide the necessary capital for its construction and operation.
By utilizing initial public offerings (IPOs) of project bonds, project stocks and project preferred
stocks, the true “private participation” of the infrastructure projects for economic develop-
ments can be achieved immediately, thus reducing substantially the lack of diversification
and lack of liquidity faced by both shareholders and bank creditors in the BOT or the PPP
approaches. Before discussing in more detail some financial innovations relevant to IPOs of
project bonds, project stocks and project preferred stocks, I first would like to highlight some
of the key benefits of the proposed approach:

1) Issuing project bonds, project stocks, and project preferred stocks in both domestic and
foreign capital markets would attract funds from millions of investors at home and abroad,24

thereby helping to ensure ample funding and strong interest in and awareness of the
infrastructure projects on a global scale. As a result, a “globalization” of an infrastructure
project can be achieved.

2) Sufficient numbers of bonds and equity shares of the project company can be issued to
establish reasonable unit prices of project financing instruments, thereby ensuring broad
participation in the domestic as well as foreign capital markets. It is important to note that
a high degree of community interest in the domestic country is necessary for the ultimate
success of the infrastructure project.25

3) Placing ownership immediately in private investors’ hands fosters efficiency and liquidity
in the market for claims on the future cash flows of the infrastructure projects.

4) Publicly-traded project stocks would provide a foundation for granting stock options
to construction workers and project operation employees that could help to improve
incentives and productivity at the construction phase as well as at the operational phase.
Consequently, the currently widespread problems of cost overrun and inefficiency can be
reduced.

5) The governments in the host country will be allocated for some units of project securities,
so the true public-private-partnership can be achieved at the very beginning of any new
infrastructure project which will reduce a great deal of agency problems and agency costs
we have mentioned before.
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3.1. Issuing Project Bonds with Event Risk Provisions

In general, the private ownership of infrastructure through the BOT or PPP format involves
both shareholders as well as bondholders. However, their numbers are small as they are
represented by project companies created by small shareholders represented by domestic and
foreign firms and the small number of creditors represented by domestic and international
lending banks. Without a large number of diverse private investors that hold project equity
shares and project bonds, the benefits of risk sharing and liquidity cannot be obtained.
Therefore, in addition to project stocks, a large number of project bonds and project preferred
stocks should also be issued at initial public offerings. The project bonds should have tax-free
status in order to attract private domestic and foreign bond-investors. Furthermore, various
types of project bonds can be structured to have different maturities and priorities in order
to attract different kinds of private bond-investors worldwide.

Just like corporate bonds, project bonds may be subject to some unforeseen adverse shocks
such as wars, political upheaval, tax law changes, earthquakes, oil price shocks, exchange-rate
fluctuations, etc. Occurrence of such event risks would affect the total value of infrastructure
and consequently the value of project bonds and hence bondholders’ wealth. Typically, the
corporate bondholders in the United States have protected their wealth from certain types of
event risks in the late 1980s and the early 1990s by demanding that new bond issues should
include “poison puts” or “event-risk provisions”26 in their indentures. Also, Standard &
Poor’s Corporation started to add the “event risk” rating to its credit risk rating of corporate
bonds in the beginning of the 1990s. The categories of event-risk rating range from the
strongest protection against event risk (E1) to the insignificant or no protection against event
risk (E5).27

Let me now describe two financial innovations that have been incorporated in the
covenants of corporate bonds first introduced in the early 1990s. These innovations on
corporate bonds can be applied to the project bonds in financing infrastructure I have dis-
cussed earlier. For convenience, the first kind of innovation in the covenants of bonds will be
called “protective put-type” bonds with “bearish” event-risk provisions. Bonds with bearish
event risk provisions are similar to regular puttable bonds. However, there is a key difference
between these two types of bonds, namely, that the exercise of a put option attached to the
former is triggered by the occurrence of an external risk event, while the exercise of the
put option attached to the latter is determined by bondholders. We can refer to the second
kind of innovation in the covenants of corporate bonds as “conversion call-type” bonds that
have “bullish” event-risk provisions. Bonds with “bullish” event risk provisions are similar
to regular convertible bonds. Again, the difference between the two depends on the trigger
point for the conversion.28

3.1.1. Project Bonds with Bearish Event-Risk Provisions

Project bonds with bearish event-risk provisions should protect bondholders from wealth
loss due to the occurrence of some designated events such as wars, changes in political
systems, changes in world oil prices, and changes in foreign exchange rates that might cause
a significant decline in the economic value of an infrastructure project and hence a drastic
downgrade in the rating of project bonds. If this has occurred, then the project bond has
effectively matured and the bondholders have the right to ask the issuer or guarantors for
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immediate payment of the principal amount of the bond and the accrued interest. This is
why a project bond with bearish event-risk provisions can be viewed as a puttable bond and
should have a value greater than that of the straight project bond. The bearish event-risk
provisions should therefore serve to make investing in the project more attractive to both
domestic and foreign private bond investors.

3.1.2. Project Bonds with Bullish Event-Risk Provisions

Project bonds with bullish event-risk provisions can provide bondholders with opportunities
for wealth gains by converting debt into equity upon the occurrence of some designated event.
These bullish events can include: favorable changes in exchange rates, favorable changes in
tax laws, and favorable changes in energy prices that have resulted in a significant increase
in the economic value of an infrastructure project, especially the value of equity shares. If
such an event occurs, then the holders of project bonds with bullish event-risk provisions
can immediately convert the debt into equity shares.

3.1.3. Other Economic Implications of Project Bonds with Event-Risk Provisions

Issuing project bonds that include event-risk provisions may have some other important
economic implications for an infrastructure project. First, in the presence of bearish event-
risk provisions, managers and stockholders of project companies are less likely to engage in
project restructuring activities that might enhance equity value at the expense of bondholders.
Therefore, with event-risk provisions in project bond indentures, agency problems between
bondholders and stockholders of project companies and their associated agency costs can be
reduced. As a result, the decrease in deadweight costs should improve the overall efficiency
of infrastructure projects.

Second, the inclusion of event-risk provisions in project bond contracts should be a deter-
rent to the politicians’ attempts to make undesirable policy changes in the host countries.
Thus, a more stable economic growth can be expected.

Third, project bonds with event-risk provisions in the contracts will make them more
attractive to both the domestic and foreign private bond-investors because they represent
a package of project bonds and the attached put/call options to the investors. Thus, the
explicit costs of debt financing for an infrastructure project will be lower with the inclusion
of event-risk provisions in its debt.

3.2. Financing with Project Stocks

Any infrastructure project can be financed by the mechanism of initial public offerings of
project securities—stocks and bonds. With the assistance of some internationally reputable
investment bankers, the economic value of an infrastructure project could be estimated with
reasonable accuracy, and certainly as easily as estimating the value to any potential foreign
direct investor interested in the project. The possibility of wider participation in the project
would also reduce the financial risks borne by a wider base of investors, and hence the costs
of raising the required capital for the project would be lower. Thus, a world-wide IPO of
project stocks would raise funds for the project from global private investors immediately. The
invisible hand of the global capital markets would work better in financing the infrastructure
project than the visible hands of the domestic politicians.



138 Andrew H. Chen

Due to the high degree of informational asymmetry of an infrastructure, foreign private
investors might naturally require some guarantee from the project company or other guar-
antors as to the future returns on their project investments. In the following, I will briefly
describe two methods of issuing project stocks that could reduce the costs associated with
informational asymmetries. The first is to perform an IPO with puttable project stock, and
the second is to perform an IPO of project stock with contingent-value-rights (CVRs)
attached.

3.2.1. Issuing Puttable Project Stock

One of the financial innovations that investment bankers came up with in the late1980s
was common stock that can be “put” back to the issuer. A “puttable stock” can be used
to reduce the underpricing problem in some initial public offerings (IPOs) as well as to
resolve other problems arising from informational asymmetry. Puttable project stock is simply
a package consisting of project stock and a put option on the project stock.29 In simple
terms, it is a “money-back” guarantee that can be provided by the project company or
other international guarantors of the infrastructure project. Purchasers of the puttable project
stock obtain the right (the put option) to redeem the shares at some prespecified price (the
minimum guaranteed or the strike price). Thus, the downside risk due to a decline in the
share price is eliminated with puttable stock. Such an arrangement would be attractive to
potential foreign investors who might otherwise be reluctant to invest without the “money-
back” guarantee. The innovation of puttable project stocks provides attractive investment
opportunities for private domestic and foreign investors that would not otherwise be available.
Indeed, although a homemade “synthetic protective put” strategy could be created by using
a dynamic asset allocation scheme, high transactions costs will prevent private domestic and
foreign investors from using such a strategy. A simple example can be used to show how
puttable stock can solve the IPO underpricing problem. Suppose that one billion shares of
the new project stock are issued for an economic value of $10 per share worth of the equity
portion of the infrastructure. If the project company or a guarantor is willing to redeem
the shares at $10 per share, say within the next three years after the issuance date, then the
value of the putttable stock would be worth more than $10 per share because of the value of
its implicit put option. The following graph illustrates the payoff to a puttable stock at the
expiration of the put option.

3.2.2. Issuing Project Stock with CVRs

Investors’ commonly portrayed investment psychology of “fear for downside risk and greed
for upside gain” can be exploited with another strategy. In particular, the project stocks of an
infrastructure offered to domestic and foreign investors can be combined with Contingent
Value Rights (CVRs), which permit investors to reap the benefits of possible upside appre-
ciation while maintaining downside protection.30 Thus, a project stock plus CVRs can be
even more attractive than the puttable-stock to risk-averse foreign investors seeking to invest
in the shares of a new infrastructure project in an environment with large information asym-
metries. In essence, the CVR guarantees a base price for the project stock while establishing
a target price which the stock is expected to achieve prior to the CVRs expiration. In the
language of financial engineering, a CVR is really what is known as a “bearish put spread.”
In other words, holders of a CVR own a portfolio of two options on the same underlying
project stock, consisting of a long position in a put option at a higher strike price (target
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price) and a short position in a put option at a lower strike price (base price). It should be
noted that the payoffs of CVRs relative to base and target prices are usually calculated based
on the average prices of the underlying stock for a number of days. In other words, valuation
of the CVRs involves pricing of the average-price (or Asian) options.31

In the following, the valuation of a simple CVR will be discussed. The payoff for a CVR
at expiration is simply the difference between the payoff for a long position in put option at
the target price (TP) and the payoff for a short position in put option at the base price (BP).

Thus, we can express the payoff to a CVR as follows:

CVR = Put (TP) − Put(BP)
= Max [XTP − ST, 0] − Max [XBP − ST, 0] (1)
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where,

XTP = the exercise price of a put option at the target price;
XBP = the exercise price of a put option at the base price;

ST = the price of project stock at the expiration.

Figure 2 depicts the payoffs at expiration for holding a CVR (Panel A) and holding both
a CVR and project stock (Panel B). Let us assume that the base price is $30 and the target
price is $50. As Figure 2 shows, the payoff for a CVR at expiration is simply the difference
between the payoff for a long position in put at the target price (TP) = $50 and the payoff
for a short position in put at the base price (BP) = $30.

An example will illustrate how the stock-plus-CVR combination preserves the downside
protection and at the same time enjoys the upside potential. Assume again that the equity
portion of an infrastructure project is worth $10 billion and that 1 billion shares of project
stocks are offered in the local and global capital markets at a price of $10 per share. If the
base price is set at $30 per share and the target price is set at $50 per share, then at the CVR
expiration date (e.g., 3 years after the date of issue) the market value of the package will be
as follows in Table 1.

3.3. Financing with Redeemable and Convertible Project Preferred Stocks

Project preferred stock has features similar to both project stocks and project bonds of the
project company. It resembles a project bond in that it promises to pay to its holder fixed
dividends each year, and it also resembles a project bond in that it does not have the voting
power regarding the management of the project company. Project preferred stock is an equity
investment in the sense that failure to pay the dividend does not precipitate bankruptcy of
the project company.

In addition to issuing the ordinary project preferred stocks, the project company can also
issue redeemable project preferred stocks that are callable by the project company within some
predetermined period of time. By issuing the redeemable project preferred stocks, the project
company has effectively acquired call options on the preferred stocks from the investors and
paid the call premiums in terms of promising higher preferred dividends than that on the
ordinary project preferred stocks. This callable project preferred stock will be the same as
what known as PERCS, the Preferred Equity Redemption Cumulative Stocks, employed
by many major “blue chip” companies such as General Motors, Sears, Texas Instruments,

Table 1. The Value of (Stock + CVRs) at Expiration Date

Stock Price Short Put Long Put Stock + CVR
($) @$30 @$50 ($)

0 −30 +50 +20
5 −25 +45 +25

30 0 +20 +50
40 0 +10 +50
50 0 0 +50
80 0 0 +80

100 0 0 +100
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Citicorp and others in the recent past. A recent empirical analysis of PERCS has shown that
it provides the advantages in transaction costs and taxes to its investors.32

Furthermore, the project company can also issue convertible project preferred stocks that
can be converted into project stocks at options of their holders. The convertible project
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preferred stocks can be attractive to certain types of preferred stock investors in the domestic
and global capital markets.

4. CONCLUSION

In this paper, I have described some of the major problems associated with current practice
of using the BOT and PPP approaches to finance infrastructure projects in the world. I have
argued that such problems can be avoided–or at least significantly reduced–if the project
financing is undertaken with the invisible hand of the capital markets. Therefore, I dis-
agree with Esty’s (2004) assertion that “. . . the growing use of project finance challenges the
Modigliani and Miller’s (1958) ‘irrelevance’ proposition, the idea that corporate financing
decisions do not affect firm value under certain conditions.”

Of course, access to well-functioning and globally linked capital markets is a prerequisite
for raising capital in the fashion I have proposed. In other words, for any nation to develop and
finance infrastructure projects most effectively, its capital markets will have to exhibit the key
characteristics of well-functioning capital markets, including freedom from insider trading
and security manipulation, advanced bodies of corporate and securities law, effective contract
enforcement, well-developed accounting standards, and transparent disclosure of accounting
and financial information. The development of capital markets, legal systems, and accounting
systems are themselves important infrastructure projects vital to the economic growth of a
country.33 If economies in the world can achieve such development, then we can hope that
financial innovations of the sort I have discussed earlier will be even more useful in facilitating
the financing of infrastructure development in any nation.

ENDNOTES

1. I am grateful to Mark Chen, Frank Fabozzi, John Kensinger, John Martin and Soushan Wu for helpful comments
on earlier versions of the paper and to Jacqueline McLelland for her excellent research assistance.

2. See Esty (2004).
3. Some of the project risks are discussed in Fabozzi and Nevitt (2000).
4. See Miller and Lessard (2000).
5. See Flyvbjerg et al. (2003).
6. See Esty (2004).
7. See Joel Baglole, “Hong Kong Plans Another Handover,” Wall Street Journal, 10/17/2003.
8. See Bradford (2001). The PPP approach outgrew from the U.K. government’s Private Finance Initiative (PFI)

program launched in the early 1990s that aimed at bringing private equipment and services and private funds
into the field of public utilities. The PFI structures have grown and now represented more than 15% of the
U.K. government’s total equipment expenditures.

9. Source: Financial Times, 5/12/2004.
10. Source: China Post, 10/3/2003.
11. Source: BusinessWorld (Philippines) 1/15/2003.
12. Source: Financial Times, 3/6/2003.
13. Source: Taiwan Economic News, 2/20/2003.
14. Source: Financial Times, 11/4/98.
15. Source: Wall Street Journal, 12/10/99.
16. Source: Financial Times, 12/26/99.
17. Source: Financial Times, 6/8/2001.
18. Source: Platts Energy Economist, March 2003.
19. Source: BusinessWorld (Philippines), 2/2/2004.
20. Source: Manila Standard, 5/7/2003.
21. Source: BusinessWorld (Philippines), 2/2/2004.
22. Source: Global News Wire, 10/3/2003.
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23. See, Chen (1997). Miller (1986) claims that the prime motivators for financial innovations in the past are
frequent and unanticipated changes in regulatory and tax codes.

24. The project securities can be issued at relatively small unit prices to attract both domestic and foreign investors.
The project investors will include individual investors, investment banks, commercial banks, mutual funds,
insurance companies, and even governments.

25. The Thai people used to call the Hopewell’s road and train system BOT project in Bangkok the “hopeless”
project. Clearly, lack of community interest in the project was one of the key factors contributed to its failure.

26. They have been dubbed “poison” because they may make a company indigestible for a hostile bidder.
27. The event-risk bond covenant ratings are an outgrowth of the Standard & Poor’s Event Risk Task Force (1989)

that investigated bondholders’ protection against event risk due to takeovers or recapitalizations.
28. The contingent-claim analysis has been applied to formulate the valuation models for bonds with various

event-risk provisions in Bicksler and Chen (1992).
29. See, for example Chen and Kensinger (1988) for more discussion and analysis of the downside protection and

upside potential of puttable stocks.
30. See, for example Chen and Kensinger (1992), and Chen, Chen and Laiss (1993) for the discussion and analysis

of using CVRs to reduce the agency costs of asymmetric information in corporate mergers and acquisitions.
The CVRs were used by Dow Chemical Co. to acquire Marion Laboratories in 1989, and by the French
government in its Rhône Poulenc S.A.’s acquisition of Rorer Group Inc. in 1990. In 1993, the Pension Benefit
Guaranty Corp. issued CVRs to the creditors of LTV Corp. in order to get them to approve a settlement of
LTV’s lengthy bankruptcy. In 1994, Viacom used CVRs in its acquisition of Paramount Communications Inc.
And the most recent usage of CVRs was in General Mills’ successful acquisition of Pillsbury from Diageo in
October 2001.

31. See Chen, Chen and Laiss (1993) for the discussion of proposed methods of pricing Asian options and the
references therein. They have analysized the prices of Marion Merrell Dow’s CVRs based upon an application
of a closed-form analytical approximation for the valuation of arithmetic options.

32. See Chen et al. (1994).
33. Merton (1990) presents an excellent and thorough discussion of this point.
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10. IMPACT OF GLOBALIZATION AND ECONOMIC DEVELOPMENT
IN ASIA AND AUSTRALIA

MOHAMED ARIFF

1. INTRODUCTION

At the start of this century, Asia consists of a very large land mass with about 32 significant
countries1 with very different economic and social achievements. In fact it is difficult to talk
of a typical Asian nation even in economic terms as the economic structures are very different
as well. There is no similarity in describing Asian countries of the kind one could take for
granted when describing, for example, most of the 25 OECD countries, based on a set of
open trading policies and relatively similar income levels. Add Australia as an Asian regional
country—this is the trend since 1984 among international economists to group the large
Australian continent as it is increasingly becoming trade-linked to Asian nations more and
more through the same globalization forces—the description of an Asian composite is even
more confusing. However, globalization has affected Asia and Australia in telling manner
that it is possible to describe the changes that globalization has brought to the countries in
this vast region.

We can start this description by first looking at the gross domestic products. If one were
to add the GDP of the more successful of the Asian economies that had partaken of glob-
alization as a means to secure growth and social well-being, the reader would find that the
combined income of some 10 countries ( Japan; China; India; Korea; Australia; Taiwan;
Thailand; Indonesia; Pakistan; Malaysia) is equal to that of the European Union nations or
the U.S.A. Yet, with all that economic clout, these ten nations in Asia are still poor countries
excepting Australia and Japan. In comparing the Asian countries, one needs to be mindful
of this paradox, and hence devise a sensible means of making useful comparisons in this
chapter.
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Asia has been historically connected to the known world through trade from ancient
times. No doubt this connection through trade and also much-talked about historical notes
of people-to-people contacts was from China and India at one end of the then known world
to the Mediterranean city states with trade conducted via the land routes. Where land route
was difficult, these contacts were made through coastal transportation points in Southeast
Asia and in South India. No doubt, globalization is a modern phenomenon accelerated by
the birth of multinational enterprises, which, numbering 150,000 firms in 2004, is founded
on a different principle, one that seeks to exploit relative factor advantages across the globe.
The simple pursuit of these firms merely seeking to lower the costs of producing goods
and services has been speeded up by the pro-trade world trading rules aimed at promoting
international flow of trade in goods, and, since 2000, also in services. As is known today,
the impetus for this comes from the World Trade Organisation, the precursors of which had
greatly facilitated globalization since the 1950s.

In contemporary times up to about 1980s, many countries had latched on to globalization
to secure significant economic growth. Japan, South Korea and Taiwan built their economies
over about 40 years after the World War Two via global trading links. The original five nations
(Indonesia; Malaysia; Philippines; Thailand; Singapore)2 also grew phenomenally using the
same strategy over about 30 years while China has just begun this same route to growth
starting in 1987: see Root (1996) and Krugman (1999) for different views. Relative to
their limited home-grown capacity for capital and technological knowledge, these nations
achieved incredible income growth of near double-digit GDP growth over many decades.
In the 1990s onwards, more nation states are on the similar move—Brazil, India, Indonesia,
Mexico, and many more—to secure similar growth experience by linking their economies
to the global trade. These nations have developed trade sectors that are two to three times
the size of the trade sectors of many other countries which are not yet on track to gain from
global trading. World trade grew at the rate of 5.6 per cent over 1950 to 1990, when it has
slowed to a lower growth rate of about 3.6 per cent because of the slow down in growth
especially since 1999.

That open and free trade—accompanied by growth-promoting liberalization of trading and
financial rules—secured great wealth to the Asian nations in historical times is in recorded
history as giving birth to several golden ages of which history books record of the Sung
Dynasty, the Moghul Age, and so forth. Similar golden ages based on open trade occurred
in the valleys of the Euphrates—Tigris rivers in the Middle East as it also occurred in the
Persian empires. It must be said that the development of Australia was based on more the
extraction of primary resources from the forest and mines of Australia, supplanted later by
the growth of commercial agriculture, which till the mid-1980s formed the backbone of
global trade for Australia. Hence, global reach or more aptly free and open trade under
pro-growth rules had been around long before the modern day globalization. However,
globalization also involves a certain degree of free exchange of ideas and adoption of an
emerging international culture, which were aspects not in the golden ages of the ancient
times.

This chapter provides in summary form the changes brought on by modern-day global-
ization in Asia and Australia. First, we provide a sketch of how income growth has generally
grown very fast in some countries over the previous 50 years. Next, we proceed to docu-
ment the main trends in the real sectors that accompanied globalization. The response in the
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financial sectors is described next before ending the chapter with some thoughts on future
trends.

2. ECONOMIC DEVELOPMENT

Accelerated economic growth has been a major change perpetrated by globalization in several
Asian countries, several of which deliberately chose to latch on to globalization as a means to
accelerate income growth and social development. Per capita income of a number of Asian
countries included in this book was a mere 10 per cent of the U.S. per capita income in
the 1970s. Through the globalization impact in the countries that linked to this movement,
these ration improved relative income levels to as high as 80 per cent ( Japan) to 20 per cent
(Indonesia) to 35 per cent (Malaysia) by the mid-1995: see Ariff and Khalid (2000). How
was this phenomenal income growth secured? Latching on to the globalization movement
was the key, and it deserves to be documented here.

Table 1 provides a summary of the GDP growth achievements of several selected countries,
which got linked to the globalization through what was termed in Asia as the export-led-
growth strategy. This strategy mooted in the 1950s is still the driving force in the policy
circles in Asian and other regions.

The early reformers,3 who put in place pro-growth promoting policies to take advantage
of globalization, were few countries starting first with Japan and by 1980 included such
countries as Indonesia and Thailand. As is evident from the GDP growth figures, these
countries had growth rates two times those of the late starters such as China, India and
Pakistan. The last three countries got on to adopting pro-growth policies some thirty years
later: China in the late 1980s, India in the early 1990s and Pakistan in the mid-1990s. The

Table 1. Income and inflation expereinces of asian countries: 1961–2000
(Income growth and inflation are in %)

Late Reformers

Outcomes See Note 1 India and Pakistan China
Early Reformers(1950s)

INCOME GROWTH

1961–70 7.5 3.7 —
1971–80 7.9 3.9 9.35
1981–90 7.1 5.5 12.02
1991–95 8.3 5.8 8.26
1996–00 3.7 4.4 8.0

INFLATION

1961–70 53.7∗ 4.94 —
1971–80 11.3 10.29 1.4
1981–90 4.99 7.93 7.5
1991–95 5.29 11.75 40.1
1996–00 6.4 7.46 1.96

Source: Analysis done with data from the International Financial Statistics, International
Monetary Fund, various years.
Note 1: These are Indonesia, Korea, Japan, Malaysia, Singapore, Taiwan and Thailand.
—indicates that the data were not available.
∗ Inflation during this period is highly inflated due to an average of 210% inflation in
Indonesia. Inflation in other countries in this group was in single digits, though.
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growth experience of the late starters, except for China, has been lack-lustre prior to the
reforms.

One vital statistics of orderly economic development is the control of inflation. The average
inflation rates of the early reformers indicate that the high inflation experiences of earlier
years had been quickly brought under control by the reforms to the financial and monetary
regimes in the reforming countries. The reader would also note that the late reformers had
to grapple with high inflation in their economies in the earlier periods. Only with reforms
of the kind learned from the early reformers, these late comers manage to control inflation
to an orderly level of single digit in the 1990s. Hence, globalization has perpetrated not just
income growth, but also led these countries to learn to put their economies through orderly
price experiences by reforming their monetary and financial regimes. Monetary stability is
a hallmark found in high-growth economies in Asia.

The process that secured the high growth recorded in the table needs to be described
first. The process was a strategic decision by early reformers to latch on to the globalization
movement that was picking up speed in the 1950s and 1960s. The first to adopt this strategy
was Japan, very soon South Korea followed especially after the Korean War of 1954, then
Taiwan in the 1960s. The world trading rules of preferential trading arrangements had just
been promoted by the GATT rounds of talks. That greatly facilitated exports to the developed
countries, often at preferential terms in textiles, consumer goods, and small scale machineries.
With the high cost of production in developed countries, capital-rich firms started to locate
production plants in Thailand, Indonesia as much as they did so in Korea, and Japan. This is
how it started in the 1950s with electo-mechanical goods production, then with electronics,
these days with bio-tech, accounting services, and technology products.

3. CHANGES IN THE REAL SECTOR

The changes brought on by globalization had important effects on the real sectors of the
economies. A phenomenal change was the increasing contribution of industrial sector to
the economic pie. For example, manufacturing was a mere 15 per cent of many countries
(example Malaysia in 1960s). By the year 1995, some of these countries had increased the
industrial sector to 35 per cent and the agriculture began to lose its dominance. India managed
to build slowly an industrial capacity that is described as the eight largest pool of technical
manpower in the World.

Those countries that realised that prosperity could be improved by open and multilateral
trade started to open up the real sectors to capital flows and technology flows starting from
the early 1960s. Tariff rates which were close to 100 per cent in the 1950s, started to roll
down, first for those goods that the globalised world wanted to manufacture in foreign lands,
then for more and more items of goods. By the start of this century, the early reformers had
reduced the average tariff to fewer than 5 per cent, all within 40 years! Compare this average
with the average of about 25 or more percent for tariff levels in countries that did not adopt
fast enough reforms in the Asian countries. Australia moved in 1984 and again in 1997–2000
to reduce the tariff levels to its present very low level of under 5 per cent: see reports of the
WTO and the World Bank.

With tariff reduction, firms were facing increasing international competition from pro-
ducers from other parts of the world. This had the beneficial effect in Asia of improving the
efficiency of production while it also helped to improve the technology adoption needed



10. Impact of Globalization and economic development in Asia and Australia 149

to secure efficiency. Next came the waves of multinationals, given permission to own and
operate production with majority ownership. This had led to changes in management of
corporations, adoption of new techniques, entry into new products, and enlarged market-
ing of hitherto local based goods. The quality of the goods increased as did also the prices
charged. No longer could monopolies dish out shoddy goods in many of these economies.
This has been a sea change in the production sector and marketing of products in the real
sector.

3.1. Global Openness & Free Trade Areas

In the mid-1980s grew an awareness to speed up the real sector development through more
radical schemes than the GATT-Uruguay rounds of trade-increasing rules. Note that the
world trade had already grown at a fast phase of about 6 per cent by then, and there was
expectations building up for faster growth. This led to a series of market-friendly reforms—
generally grouped under freer trading rules—that spawned new trading groups for free trade.

The big impetus came from the Canada-U.S. free trade agreement, later expanded to the
South and Central Americas. In Asia, the Asian Free Trade Area (AFTA) was announced,
which by year 2006, would become a large area of free trade for manufacturing, and for
trading. In the year 2004, China is showing interest in joining this free trade area. This
means that the real sector would be increasingly linked among the economies as diverse as
those of industrialised Japan and Korea to the growth areas of ASEAN economies to those
of low cost producers such as Pakistan in the West to India and Indonesia in the South and
China and Vietnam in the East. Trade openness has always worked to improve incomes of
peoples: WTO (1995).

3.2. Privatization

Several Asian countries have a large government presence in production of goods and services.
Take China’s economy, which in 1979 had 80 per cent of outputs from state enterprises.
This has now been camouflaged by the increased private sector outputs of international
firms producing under joint ventures. By year 1999, the output by private sector has grown
to 55 per cent of China’s output. At the central government level, there are 27,000 state
firms depending on state subsidy in the annual budget as well as funding by state banks in
China. India’s central government has about 150 large enterprises. Australia, with the least
amount of government presence, also has some significant telecommunications and other
producing units. In the years starting from 1984 and ending at about 1995, many Asian
countries adopted a change, in the face of globalization—also to pay off debt—to speed up
privatization of state firms. Singapore passed laws to divest its 305 firms, which they did
slowly and successfully. Malaysia divested most of its 905 firms between 1985 to 1995. These
are few cases in this vast continent. Most of the countries are still reluctant to divest state
enterprises.

India and China came much later to the scene on this issue. The state firms are the providers
of much of the welfare benefits to retired workers in China. In India, state firms act as the
employment sink for the party in power. It is understandable for these reasons why they
were reluctant to divest state firms. Indonesia was awash with good income over 1970–1996.
The New Order Regime of Suharto in power for 32 years in that country did not divest
the state firms as it was not on the agenda given the good cheer in that economy that things
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were going well. When the dictatorship fell in May 1998, and the country went into deep
political and attendant debt problems, now there is talk of selling the state firms when the
market price is right as soon as the country gets on its foot. The election in October 2004
has produced a strong mandate on a popular leader, and the national development front this
man is putting together promises to speed up the sale of state assets since the economy needs
to get off the overhang of state firms.

The upshot of selecting a few countries to discuss this important issue in this discussion is to
point out that the governments of almost all countries are reluctant today to divest state firms
at the same speed as some did in the 1984–1996 era. Depressed price for capital assets is one
main reason, which is stalling the governments. The second reason is the process of sale by
sealed-bid-offer is not favored by many governments although some governments (Australia
and Malaysia included) had chosen this method as the least costly and most transparent. Other
governments and government bureaucracy with different agenda from divestment programs
prefer to negotiate deals and sell them on bilaterally negotiated price. This is opposed to by
the private sector as well as the civilian population as not being transparent. Nevertheless,
there is no decision by the governments on this issue. A third reason given in recent years has
been aggressively promoted: this is the desire to retain state firms. Both India and China want
to reform the state firms to become efficient bulwarks since to dismantle the more efficient
ones would be to undo years of investment and know-how embodied in these firms. In the
case of India, the more efficient firms as judged by an independent evaluator and such firms
will be retained to become major corporations while the poor performers will be sold off.
China wishes to retain 1000 of the state firms to become the competitors to the multinational
firms that would increasingly enter that economy as more openness occurs in that economy.

If there is a lesson to be learned from the massive divestment in Germany from its unifi-
cation, it is that the reform of the state sector is a key to economic well being, and sustained
development. It appears that most Asian countries are awaiting the asset markets to go up in
value—all markets had gone down since the IT bubble in 1999 and in the world economic
slowdown after the 2001 terrorism alert. Excepting China and India, one would expect the
global trend of more privatization may occur in Asia in the near future as the economies are
beginning to recover and the asset markets are slowly recovering.4

3.3. Moving Up the Value-Added Chain

The entry of China in the real sector production for the world is changing the pecking
order of the Asia’s more successful economies. Within about 12 years of China’s experiment
with market economy, given its comparative advantage, the several Asian economies lost
their competitiveness, and began to lose export: World Bank (1998). Australia for example is
increasingly becoming a full-scale machine manufacturer exporting high value-added items
while its primary produces are finding their way wherever there is global trade reforms
and low tariff. The ASEAN countries are now moving production to cover more value-
added manufacturing. While still dominant in microelectronics, these countries have begun
to move up the skill levels to make higher end products. India is increasingly linking with
machinery production, consumer durables while moving slowly from consumable production
for exports.

This is in line with what happened over many years. Winding the clock back some
30 years, many Asean countries moved at that time from labour-intensive production to
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value-added production as much as away from primary production to industrial outputs. In
1975, about 90 per cent of exports of Indonesia, for example, were primary produce: in 1996,
its exports were about 50 per cent manufactured goods. Other countries such as Malaysia
moved to export 90 per cent as manufactured goods by 1995. Given these experiences,
the ASEAN countries—total of about 380 million people with a large market place—will
be a key global player in manufacturing at the higher end in the decades to come. Korea,
Germany and Japan are investing heavily in the Asian and Australian region on more and
more value-added production facilities.

4. FINANCIAL REFORMS

Real sector reforms were the first moves most early reformers undertook to latch on to the
emerging globalization during the last 55 years. For those who made timely decisions to open
up the real sectors—about 10 key nations in Asia and Australia—had made very important
gains in outputs. Per capita income of these countries had gone up. At the simple level,
many of these countries, which started as poor countries 55 years ago, had moved up the
ladder to become rich countries ( Japan, Korea and Singapore) or middle-income countries
(Malaysia, Thailand and Taiwan). Countries such as Indonesia had by 1996 reduced poverty
to 10 million out of its then 200 million population; China’s GDP has gone up threefold or
more. India’s middle class has grown from some 78 million people to over 250 million in
the last 50 years. Nevertheless these countries are still classified as poor countries: the Boston
Consulting company has made several reports on Asian middle classes. How about financial
reforms?

There are several studies on individual country efforts to reform the financial sectors:
Among them is a serious study of Korea (Cole and Park, 1983). Financial reforms—reforms
in banking and financial markets—started to occur on the back of real sector reforms. The
earliest reformers in financial sector were the Philippines (in central banking); Malaysia
(direct financial markets); Singapore (international financial center); Australia (both pruden-
tial reforms and exchange rates). India has moved, since introducing the 1991–94 package
of financial reforms, to address the financial sector, whereas China is still reluctant to reform
its rather moribund banking and the capital markets as much as it is unwilling to reform its
exchange rate regime. What changes did financial sector go through? This is discussed under
different headings that follow.

4.1. Exchange Rate Reforms

Globalization had its worst effect via the exchange rate. The World Bank analysis (Aghevli,
Khan and Montiel, 1991) points to some major issues on exchange rate management. I would
add to this the bad habit of many countries to depress exchange rates to gain competitive
advantage in trade.5 After all exchange rate is the value outsiders place on the wealth of
a country. With the demise of the Bretton Woods fixed-parity in 1971–73, most Asian
countries (Australia included) were thrown into disarray. Most countries were on fixed
exchange rate system, and the value of currency is a key determinant of how well the
trade sector would be competitive with other countries. Japanese Yen emerged as a major
currency by the mid-1970s, but Japan managed its currency guardedly to give it an advantage
in trade. This was stopped in 1983/84 with the Plaza Accord that made Japan work with the
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major nations to let its currency appreciate slowly to reflect its parity levels. In fact the Yen
appreciated from about 240 Yen to a dollar to about 85 Yen by the end of 1980s.

Australia moved in 1984 to free float the currency. From its value then of A$0.80 to a US$,
the currency had settled over time to A$1.40 to US$ in 2004. New Zealand dollar was also
free floated. These were the three important currencies to be affected seriously by the glob-
alization movement. Other currencies, mostly less important than these three, were managed
differently. Most of them chose to manage the currency, defending the currency if it went
against a favoured position set by the central bank as desirable (largely dictated to by the gov-
ernments). Managed regimes fared so badly that, when the 1997–98 financial crisis came, the
worst hit economies were those of the managed regimes: Indonesian currency lost 75 percent
of its value; Malaysia 35 per cent; etc. The IMF free floated the Korean won, the Philippine
peso, the Thai baht and the Indonesian rupiah. For a brief period in 1997–98 the Singapore
dollar was free floated, but it reverted to managed float in 1999: according to the World
Bank annual reports, most countries have elected to either fix or manage currencies.

Most Asian currencies had declined in value over the last 55 years: the exception being
the Yen and Singapore dollar. The Japanese Yen which was 9600 Yen to a dollar in 1950s,
improved steadily to its present level of about 110 yen to a dollar. The Singapore currency
improved from S$3.20 to a dollar in 1970s to S$1.75 in 2004. The opposite is true of the
Rupiah, which went from 150 Rupiah to a dollar in 1950 to the current 8800 rupiah to a
dollar. In the last six year, on the back of the huge current account surplus, hence building
US$350 billion foreign reserves, China’s currency is overly undervalued in its fixed rate.

The undervaluation is estimated to be about 25–30 per cent, using trade-weighted
exchange rate under parity conditions. Just as Japan manages in the early 1980s to use
the currency wedge to keep its trade favorable, China is doing the same. If it were to revalue
the Chinese Yuan to current market value, then it could slow its rapid economic growth,
and arrest some of the excesses of the growth that are considered unwelcome for sustained
development in that country. But when the exchange rate is revalued, then the trade in
goods will decline. But the good impact of this would be to spread the globalization effect
that is mostly moving to China, to elsewhere as well, and help develop more regions of Asia
(as well as other world regions such as Brazil in Latin America).

Most of the Asian currencies are either fixed or managed. Given the cost of managing
the exchange rate—Thailand lost US$38 billion in June–July, 1997 to defend its currency—
it is timely to consider free floating the currencies at least in the cases of those countries
with large economic base. Free float will let the currency find its own levels as happened to
Australian dollar, and not act as the weak chain that breaks every time there is a crisis, and
the business sector then suffers the most from this policy. With free floating would come
more market-based currency risk management techniques. Forward markets would develop
as would futures contracts that could be used for risk managing the currency effect on trade.
In some countries—South Korea, Thailand, etc.—this has already occurred since 1997, and
is considerably facilitating firms to manage the currency risk in the market place while the
government is freed from having to defend the currency to protect business.

4.2. Capital Market Reforms

There are about 90 stock markets in the world along with about 45 futures markets. At the
start of 1950, there were merely six respectable stock markets in Asia, no futures markets at all.
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In year 2004, about 22 countries have developed stock markets while there are about a dozen
futures markets, some of which such as the Tokyo and Sydney futures markets are thriving.
How did this happen on the back of globalization? With trade that followed globalization
came the demand for money. The financial sector had to accommodate the international
flow of money as much as it had to find sources of capital for the increasing demand for
capital in the private sector connected to the rest of the world trade. Thus, capital market
reforms had to follow soon as the banking sector was reasonably established.

As a result of this imperative, capital market development occurred quite in pace with
economic development. Japan again led the way in this. Its share market is the world’s
second largest capitalised market with exchanges mainly in Tokyo (70% of trade) and Osaka
that caters to some 4000 top firms. Australia had had a thriving market as well, based on
mining and agriculture, which today is expanded to include manufacturing and services as
well as properties and other sectors. This market is the size of that of Hong Kong, which is
another important capital market.

Then there is the Korean market, newly created. Over the last 14 years, China markets
(Shanghai and Shenzen) emerged. While these are large markets, there are also moderate
sized well developed markets in Singapore, Kuala Lumpur, Bangkok, Bombay, Auckland
and Taipei. These markets had developed over the last 40 years to become major contribu-
tors to the local economies. Finally, with the global trend, other countries had spruced up
their markets or set new markets afresh (Vietnam in 1999 for example). These markets in
Bangladesh, or Indonesia or Sri Lanka are there not yet fully developed, but on the road to
growth as the underlying economies are reformed, and with that economic development is
improving.

Some of the Asian economies, particularly those that had more open currency regimes, had
developed futures markets to trade currencies, treasuries, and stock index futures contracts.
These are found in Japan, Australia, South Korea, Thailand, Malaysia, Singapore, and Taiwan.
Some of them also trade option contracts on shares or share indices (Malaysia; Singapore and
Thailand). These markets are growing in importance for firms to manage risk. These futures
markets provide a place for mutual funds to manage risk as these also let currency risk
to be traded off. Currency contracts are not yet that liquid, and it would take some time
to become more efficient, nevertheless, the global developments in this regard is growth-
promoting.

4.3. Banking Reforms & Consolidation

Most of the Asian economies depend on bank financing for their working capital needs
and long term funds. While this is true of most countries, the three exceptions are those of
Australia, Japan and Malaysia. In these three countries, about 40 per cent of funds are raised
directly from the stock/money markets. In all others, it is safe to make a broad generalisation
that almost three-quarters or more of the fund needs are met by the banking system. So,
banks are dominant financiers, and their relative efficiency is of great importance to service
and sustain growth. That underscores the importance of an efficient competitive banking
system for meeting the fund needs of the private sector, which has increasingly come to the
market to raise money, as the capital markets develop. The second fact of the banking is the
extent to which banking sectors are reformed in Asian countries. In this regard, it could
be said that not many good examples of a fully reformed banking sector could be found
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in abundance, except perhaps the banking system in Hong Kong, Australia and Singapore.
BankWatch.com provides a lot of information on contemporary banking, and is a valuable
source.

For our purpose of how globalization is affecting the banking system, we may start with a
simple classification that would suffice for this purpose. First there are relatively well-reformed
banking systems in few economies: Australia has a good prudential system implemented since
1992, and a relatively developed banking that is competitive within limits (Australia promotes
few-big-banks-is-better than many small banks policy). The two financial centres in Hong
Kong and Singapore has developed very efficient banking sectors as collection centres for
managing money (about 20% of currency trade of about US$1.9 trillion takes place in these
centres) and capital flows. Singapore also houses the Asian dollar market with some US$500
billion in assets, which grew out of a 1968 law that exempted withholding tax for foreign
depositors. Japan has a well developed network of banks with about 300 institutions: among
the top 100 banks in the world are 40 Japanese banks. We shall call these banking systems
as the ones that had evolved with globalization to accommodate the demands of the private
sector relatively efficiently.

Next we have the banking systems that are relatively reformed but are in smaller economies:
in Malaysia, Philippines, Thailand, South Korea, Taiwan and New Zealand. Policy changes
have been introduced in al these countries to remove entry barriers to banking, improve
flow of capital, and competition among local banks by easier branching rules, and access to
deposits, etc. in these cases. For example, South Korea eased entry requirements for foreign
banks as early as 1970s, and increased competition among banks, and promoted specialised
foreign exchange banks. This helped the economy in its formative years of the 1970s and
1980s to meet the high demand for capital when this economy was growing without any
recession for 20 years at the break-neck speed of 10–11 per cent per annum.

Malaysia revamped the banking laws, and promoted competition among banks. However,
the government connected banks failed to respond to efficiency improving rules, and had to
be saved more than once to keep them in business. Nevertheless, with the consolidation of
the share capital of some 95 institutions into ten major banking groups (more like the U.S.
case of holding company) in year 2002, the way is paved for the banks to be more resilient
in the face of financial crisis. The newly consolidated banks are robust enough to withstand
economic demands at hard time as these have core capital of about 14 per cent and have
less than 5 per cent non-performing loans. This case of reform and consolidation is worth
watching by other Asian economies.

The third set of countries have very entrenched often not pro-growth policies in develop-
ing the banking system. At one end is such banking systems as those of China and Vietnam
(two urgently needing reforms as they are fast becoming global players). At the other end are
banking systems with entrenched government banks: India, Indonesia, and Pakistan are good
examples. In these economies and few others, the state had retarded the growth of private
sector banks for a long time. In Indonesia, it was not until 1988–89 that reforms ended the
dominance of state banks. In India, it was not until 1994 that the private sector banks are
beginning to play greater roles, while the entrenched state banks still continue to play major
roles. In China, the reforms have been cosmetic in spawning more government banks to
finance agriculture and industrial activities, but there is but three private banks licensed only
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a few years ago. Add to this the non-performing loans problem from state-owned firms, we
have a disaster waiting to happen in the banking system.

As may be seen from these three differing approaches, it appears that the globalization had
only brought in changes to the banking sector in few countries. The entrenched positions of
banking systems in some countries require urgent study and consideration of reforms of the
kind that the first group undertook many decades ago. Globalization calls for such reforms,
but, given internal factors, many countries are preventing these reforms from taking place
soonest possible. Cosmetic reforms in the structure of banking are insufficient. (a) Freedom
to enter the market and to branch at reasonable cost is essential to promote competition. (b)
Capital requirements to establish banks must be reasonable and not exorbitant as is the case in
some countries. (c) Prudential laws needs to be established, and a separated regulatory body
set up to oversee compliance: no longer is it feasible to call upon the central bank to manage
both inflation as well as intermediation. (d) Credit evaluation quality must be enhanced via
new stringent laws (related party lending; restriction on large shareholdings; etc) along with
good institutional training in business schools for bank employees. (e) There is a need to
address the non-performing loans problem in many Asian countries with strict compliance
to international norms of 3 per cent unserviced loans in three months. (f ) There is a need
to carefully implement the Basle II Accord in the years to come. If not anything, there
ought to be a level playing field for the countries playing in the global trading world. Some
countries are brave enough to open the financial sector (including insurance) to competition
from multinational firms, but the number of Asian countries joining this is few. This has to
change.

4.4. Credit Rating

In a far-reaching report in the aftermath of the Asian financial crisis, the banking fragility and
weak credit culture as well as infant capital markets: Asian Development Bank (1998). Credit
rating is very slow to take root in most Asian countries. In one of the chapters of this book,
China’s slow road to credit rating is explained. The story is the same for most countries, the
exception being few: Australia; Japan; Korea; Malaysia; Taiwan; Thailand. In some of the
countries (exception being Japan and Australia), where there has been greater credit rating
experiences, it is commonly found that the ratings done by international players (Standard
and Poor for example) and local players cater to both local and international audience. This
is excellent as it gives consistent rating, and credit decisions are easier to make. However,
in others, the local rating agencies grade only for the local market players. Often this shows
as inflated rating by the locals compared with the international players. This is contrary to
good business practice, and does not augur well for transparent rating.

In countries, where there is no public access to rating at all, there is great deal of risk
that is not made known in financial transactions. This is where most changes are needed.
Corporations need to be rated and the ratings must be accessible to the public as is the case
in Australia and in Japan. So long as rating is confidential, which is mostly the case in Asia,
it is not conducive to good credit practices developing in an globalized world of financial
transactions. More need to be done in this regard.

However, in relation to sovereign rating, the international rating companies have very
good rating services for most countries in Asia. Most Asian countries score within the range
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of C to B in sovereign ratings although there are some countries such as Australia and India
which has better rating. Sovereign ratings have been watched avidly whenever economic
crisis besets countries. For example, the Asian financial crisis in 1997 led to sovereign ratings
of about five countries seriously decline to very low ratings. With economic recovery, for
example, of Thailand, the rating went from low C minus to B over a two-year period in
1999.

4.5. Market Making and Efficiency Improvements

The development of direct markets accompanied the globalization movement. For a story of
how Thailand established its market, see Agtmael (1994). Much of Asia was familiar with the
stock markets as some of them had such markets for a long time: in Shanghai; Melbourne;
Calcutta-Bombay; Singapore; etc. It was not till 1960s, and later that countries took active
roles to create direct markets, that would become more competitive, more attuned to the
needs of local firms, and generally more efficient over time. Asian bourses chose to speed up
the restructuring and market-making procedures in line with the more developed markets
in the world.

The more established markets in Tokyo, Hong Kong, Melbourne, Singapore and Calcutta-
Bombay (Shanghai was closed down by the Communists in 1949) continued to evolve
into major markets by modernising their facilities.6 For example, these markets introduced
computerised order books early in the 1960s and 1970s on so that the trade could be speeded;
these also made it possible for trade to be booked to the floor (until all but Tokyo changed to
screen trading in the 1990s) speedily. The transaction costs which used to be about 4 per cent
roundtrip fell slowly to today’s under 2 per cent transaction costs. More market information
was released, and the bourses expanded at the rate of about 10 per cent per annum.

Unlike these major markets, the smaller ones had to restructure themselves. The last 40
years have seen a flurry of activities to set up share markets in many countries. One example
is that of the Malaysian market. The domestic trading took place in a newly-established
market in Kuala Lumpur in 1960 with parallel trades in Singapore for the companies from
both economies. In 1973, with the introduction of two different currencies for the two
countries, the trading in Kuala Lumpur became more and more on domestic firms. In 1983,
the double-listing arrangement was withdrawn, and the Kuala Lumpur market had shown
tremendous growth since then, which peaked in 1997/98. By year 2004, there were about
900 firms listed. This represents a phenomenal growth of a capital market. In some good years
this market provided about 35 to 50 per cent of the fund needs by the Malaysian economy:
this is a phenomenal success story. Another such market is that of Thailand. The experts
from Australia helped to set up the Thailand’s stock exchange in 1960s. By year 2004, this
market provided a place for capital raising and stock-bond trading.

The South Korean economy was expanding at the rate of about 11 per cent for most of
1960s to 1980s. This augured well for the development of the stock market in that country.
The Seoul stock exchange has close to 1000 firms listed and traded. It suffered a bubble-bust
experience in 1988, and therefore investors had grown to be very cautious in capital market
investments in this economy with perennial shortage of capital for the high-growth firms.
Taiwan also developed a vibrant stock market for its very diversified economy based upon
small-is-good philosophy of nurturing small-to-medium enterprises, which make consumer



10. Impact of Globalization and economic development in Asia and Australia 157

items and consumer durables as well as high quality computers for the world market. Taiwan
is an example of a country that has mostly benefited from the globalization. Its trade with
the world is the highest in per capita terms compared with any other country.

Meanwhile, the markets in Bombay (India), Colombo (Sri Lanka), Dhaka (Bangladesh),
Karachi (Pakistan), Manila (Philippines) and Jakarta (Indonesia) grew at much slower phase
for two reasons. First, these countries were not as vigorously affected by the globalization
movement as were the other major markets. In fact these countries had not latched on
to the global trading until about the late 1980s, almost 25 years after the early reformers
did. Hence, the capital market developments were much muted as these countries only
experienced income growth rates of about 3–4 per cent until the growth rate went up in
the 1990s with economic reforms. The growth rates of the capital markets was rather slow,
much of the gains reflecting the slow economic growth and the large inflation premium built
into the prices in these high-inflation countries.

The story of growth in the China’s capital market is an outstanding one. First, the poli-
cymakers made it a priority to grow the capital markets as quickly as they could. For that
reason, they established two markets one near Hong Kong and one in the old city of Shanghai
in 1991. Prior to the official start of the trading of stocks—the first company listed was the
Beijing Departmental Store—in that year, bond and stock trading was done on off-the-floor
basis since 1985 at Shenzen to train and learn this capitalist method. Since then, the listing has
grown to some 1200 firms by year 2004. Liquidity is still weak, but the market for listing the
firms is well-established in China after 14 years of modern experience with capital market
in this Communist nation.

In summarising an assessment of the several markets, it can be said that the experience of
Asian and Australian capital markets had been very mixed. Consistent with this experience,
the efficiency of these markets vary from very efficient (Hong Kong as an example) to pretty
inefficient (Shanghai). Why? Efficiency is measured using the Fama efficiency paradigm: a
market is efficient if there is (a) an absence of historical information affecting current prices
and (b) public information being converted to price signals speedily. Strictly performed, such
tests show that the markets that were situated in countries most affected by global trade and
high economic growth as well as the fact that these markets were in the private sector, are
efficient. Such efficient markets are: Bombay; Singapore; Kuala Lumpur; Australia; Hong
Kong; Seoul; Tokyo; and Bangkok. Studies in scholarly journals indicate that these markets
are pretty efficient, and are capable also of raising sizeable amounts of capital for firms listed
in these markets.

The liquidity in Asian markets is moderately high. The most liquid market in New York
Stock Exchange trades US$800 million trade per firm per year. The liquidity of the above-
named Asian markets would average anywhere between US$350 to US$450 million in most
of these markets. The liquidity of the markets in other economies with less exposure to
the global movements is well below US$200 million per firm per year. These markets are
found in Karachi, Colombo, Dhaka, Jakarta, Philippines, Vietnam, and other Asian count-
ries.

In brief, globalization has affected the development of the capital markets in dramatic
manner. The countries that latched on to the global trading had the most beneficial changes
from this development. The others, who joined in the late 1980s are beginning to have
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favourable changes occurring in their markets. China is one example. Another is that of
Indonesia, where, with the reforms introduced in 1994, the stock market has improved its
listing and its liquidity. The Vietnamese are experimenting with their new market over the
last five years, and more countries will join in this experiment as the globalization affects
them.

In the cases of the more liquid and more efficient markets, portfolio investments is made by
foreign funds as part of their diversification program. Markets in Malaysia, Korea, Thailand,
Australia and Hong Kong are among the more favored locations for this activity. Again this
is a late development of globalization leading to global flow of capital that funds domestic
markets. However, there have been some bad experiences with portfolio flows especially if
these funds pull out suddenly. At such times as it happened in Seoul in 1988/89 and in Kuala
Lumpur and Bangkok in 1997/98, markets may register huge corrections to the detriment
of the local investors who are left to hold assets at low prices. This problem requires solution,
and capital controls imposed on short term capital flow is one method of overcoming the
entry of such destabilising effects of portfolio flows. No global solution has been agreed
upon although there are a number of suggestions on the table. Overall, the portfolio flows
have helped to improve liquidity in otherwise very shallow markets. The flow of this form
of capital, though short term in nature in Asian markets, augments the already heavy foreign
direct investment capital of about US$96 billion a year that is coming to mostly China and
few other countries.

5. THE FUTURE

Any traveller across Asia and Australia—it would a long and expensive travel over exotic
lands and peoples—would notice one important physical fact. That is the relative abundance
of creature comforts in the few countries that had latched on the globalization in trade and
capital. The absence of such creature comforts is quite striking when one travels in Hanoi,
or in Colombo, or in Karachi, cities situated in countries that did not make a conscious
decision long time ago to latch on to the globalization in trade and capital. Why does
one feel more comfortable in Tokyo, or Hong Kong or Kuala Lumpur or Melbourne is
because of the wealth that the early decision to latch on to the globalization brought to these
countries. The early adopters—who made reforms and liberalization as the continuing theme
to promote growth—of globalization have benefited much more than the later adopters, we
call the latter the reluctant reformers: see Ariff (1996).

One glimmer of hope is that the reluctant reformers have also joined in the race in
the 1990s as did China in the 1980s. Early indications are that the decision to reform and
liberalize, though at much slower speed than desirable in India and Vietnam for example, had
had salutary effects. Income growth is improving for these late reformers, trade is increasing,
as does capital flows especially since 2002, when the World is beginning to settle after the
great financial crisis of the 1997–98 and after conflicts relating to the September 11 and
terrorism. The future of globalization is assured, and with that more social well-being will
come. The stumbling blocks are the continuing uncertainty and the attendant war footing
in many countries. However, it is good to be hopeful that the last 55-year experience will
continue in the same direction. Two well-known commentators had made specific suggestion
for the Southeast Asian nations as the way forward: Arnt and Hill (1998). The more-ready-
to-liberalize nations have followed this advice avidly, and are on the road to recovery. While,
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freer trade is a major structure for securing greater prosperity, it is also pertinent that greater
opening of the markets—I mean here both the real and financial markets—occurs steadily to
establish market economies and reduce the overhang of state production. These are beginning
to take place, and will be speeded once the recoveries seen in many countries become full-
blown in the near future.

ENDNOTES

1. There are more than 32 sovereign nations in the vast region of Australasia, a term that is being popularised
in recent years to describe Asia, and the Pacific Asian countries. In this book, coverage is given to far fewer
countries that had actually made a connection to globalisation to imrove their well-being. Most countries are
still either ignoring (North Korea) or blissfully unaware of what globalisation could help achieve connection to
the rest of the World.

2. Add to this list the following nations as members of this important trading group: Vietnam; Cambodia; Myanmar;
Laos. Recent annual report of the ASEAN secretariat provides a long list of items on which tariff reduction is
making this trading group a truly free-trading area.

3. The term early reformers refer to a group of eight economies ( Japan, Indonesia, Hong Kong, Malaysia, Singapore,
South Korea, Taiwan, and Thailand) which pioneered the export-led growth strategy that secured for these
countries an early advantage to link to the global trade in goods and capital as well as technology. The late
reformers are those economies that began to adopt liberalization in the 1980s. There are several countries,
because mainly of political reasons, unable to latch on to the globalisation in trade and capital to secure their
growth path.

4. Share markets had declined across Asia (exception Australia) by about 40-60 per cent in the aftermath of
the IT bubble since 1999. It is only in year 2004, has some upward movement taken place. If the current
asset price movements—still short of the highs of 1997—hold, it is very likely that major state firms will be
listed in the years ahead to raise badly needed revenues in countries such as Indonesia, India, Malaysia, and so
forth.

5. Exchange rate management was widely practiced to give trade advantage by the Japanese and the Koreans in
the 1970s, which led to the Plaza Accord in 1984, which eliminated this problem. It is again occurring this
time in China. China’s devaluation of its currency by almost 35 per cent in the early 1990s led to them getting
the advantage in trade, and the ripple effect of that was the slow hollowing out of the hitherto established
manufacturing areas in many countries in Asia. China took, until September, 2004, a hard stand that China’s
currency is not undervalued to give it an advantage in trade. They made a statement 10 days prior to the G8
meeting that they would consider reforms in exchange rate. Only the future will yield if this will lead to exchange
rate reform.

6. These were exchanges set up by the colonial powers to facilitate trade more than to finance local enterprises.
However, the working of these markets provided valuable lessons for share market trading, and to list more and
more local firms as the local economies began to demand more capital.
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11. GLOBALIZATION AND THE CHANGING RELATIONSHIP BETWEEN
ECONOMIC DEVELOPMENT AND CAPITAL MARKETS: INNOVATIONS
IN FUNDING FOR MICROFINANCE

ALEXANDRA BERNASEK, RONNIE J. PHILLIPS, AND MICHAEL P. ROSS

1. INTRODUCTION

The process of economic globalization is having profound effects on capital markets and
economic development. Capital markets around the world are becoming more integrated
and opportunities for borrowing and lending internationally are expanding. At the same
time developing countries are finding they have fewer opportunities to obtain grants and
subsidized loans and are becoming more reliant on international capital markets as a source
of funds for development projects. What the implications of such a significant change will
be for economic development are as yet unknown.

The purpose of this paper is to present a specific case study that illustrates the phenomenon
described above and to consider some of the broader implications a case such as this may
have for economic development and for capital markets. The deal we describe took place
in early 2004 between three parties, a development organization that makes micro loans to
the poor, an international bank and a non-profit organization dedicated to promoting the
growth of microfinance initiatives world-wide. The deal created what was essentially a new
financial instrument that securitized a pool of micro loans and was then sold to investors.
The microfinance institution (MFI) gained access to funds to lend out to poor borrowers
and international investors gained access to a new investment opportunity.

The chapter will proceed as follows. In the next section we will present a brief overview
of the role of microfinance in economic development. Following that we will describe in
detail the securitization deal that was done in 2004 between SHARE of India, the ICIC
Bank, and Grameen Foundation USA. The implications for the microfinance industry will
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be discussed in the next section. In the final section we will consider possible implications
of this kind of deal for economic development more broadly.

2. MICROFINANCE AND ECONOMIC DEVELOPMENT

What began in 1976 as an experiment by an economics professor at Chittagong University in
Bangladesh became a revolution in approaching the task of poverty alleviation in developing
countries. Muhammad Yunus is the economics professor whose experiment lending small
amounts of money to the rural poor to be used for small scale self-employment activities
evolved in a specialized financial institution, the Grameen Bank in Bangladesh, and the
proliferation world wide of what are known as microfinance or microcredit institutions.

It is widely accepted by economists that there are failures in the area of providing credit—
especially for micro-entrepreneurs. Though in theory there would be no unmet credit needs
in a perfectly competitive market, in the real world transactions costs and asymmetric infor-
mation (when one party to a transaction possesses information not available to another
party) result in markets that are not perfectly competitive and credit rationing—Mushinski
and Phillips (2002).

Yunus identified lack of access to financial resources as the main cause of poverty in the
rural areas of Bangladesh. He observed that poor people had skills, were engaged in productive
activities, and worked hard. Their inability to get ahead, he reasoned, came from their lack
of access to working capital. The poor did not have access to formal capital markets because
of their lack of physical collateral and were forced instead to rely on local moneylenders and
traders and middlemen who generally charged interest rates of 10–20 percent per month.
By studying the circumstances of the poor Yunus was able to create an innovative financial
institution designed specifically to meet the needs of the self-employed poor.

The innovation that Yunus came up with was in the nature of the lending scheme that
he devised. In the absence of physical collateral, Grameen Bank made loans to self-formed
groups of borrowers, such that each group agreed to guarantee repayment of the loans of all
its members. If a group member were to default on a loan then s/he would lose access to
future loans from the bank and for the remaining group members to maintain their access
to future loans they would have to repay not only their own loans but also the loan of
the defaulting member. The group lending scheme, by utilizing social collateral instead of
physical collateral, was able to overcome problems of adverse selection and moral hazard
that traditional formal financial institutions argued made it impossible from them to provide
credit to the poor—Varian (1990), Stiglitz (1990).

The costs of such a scheme are high, for example groups are required to attend weekly
meetings with bank representative at which they make payments and receive disbursements.
Loans are small, on average about US$120 and a paid back over a period of one year in
fifty weekly installments of principal and two weeks of interest payments. Borrowers have
to choose investment activities that generate a regular stream of revenues. The bank workers
travel to the meetings with the borrowers, not the other way around. The high degree of
contact with bank representatives is necessary in ensuring that loans stayed out of default. It
also reinforces the fiscal discipline that is necessary for poor lenders to remain soluble—Yunus
(2003, p. 63). All in all the success of the scheme is seen in the repayment rate on loans which
has consistently remained at around 98 percent; exceptionally high by any banking standards.
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It has been over 20 years since the Grameen Bank gained its status as an official financial
institution. Over that time the Bank has expanded considerably. As of August 2004, over
US$4.5 billion has been disbursed in loans to members—Grameen Bank Monthly Update,
August 2004. The repayment rate on loans is 98.89 percent. There are over 3.7 million
members of Grameen Bank and the Bank operates in 46,620 villages throughout the country.
In addition to microenterprise loans, the Bank makes home loans, higher education loans
and offers members life insurance. There are 74,422 village cell phones being operated by
members as the result of a special loan program.

Grameen Bank really created a revolution in thinking about poverty alleviation in devel-
oping countries. In start contrast to the indirect “trickle-down” approach to development
here you have a “bottom-up” injection of credit directly into entrepreneurial activities of
the poorest and most marginalized people in developing countries. And in contrast to the
view that access to resources should be given to men, providing women with access to
resources was revealed to be a more effective use of those resources for poverty alleviation
among children. The Grameen experience suggests that it takes a borrower on average about
10 years of borrowing from the bank to raise her family out of poverty and that once done
that economic progress is sustained over the long run—Bernasek (2003).

Microfinance has become a central element in economic development strategies around
the world. The Microcredit Summit, a group that met in 2002 dedicated to expanding
access to credit for the poor world wide, set a goal of bringing microcredit to 100 million
borrowers by 2005 and working to link lending institutions around the world—Abe (2003).
According to its report as of December 31, 2002 there were 2,572 microcredit institutions
world wide and a total of 67,606,080 clients had been reached with a current loan. Of that
total, 41,594,778 clients were among the poorest when they started the program. The poorest
are classified as being in the lower half of those living below their country’s poverty line, or
below $1 a day. The number of poorest borrowers reached is up 55% from the year earlier.
The rate of growth in loans for the poorest is currently averaging 40%—Daley-Harris (2003).

Most micro-lending institutions are similar in they way they operate. Two of the major
concerns that all microcredit institutions share are issues of profitability and sustainability.
From the start there was skepticism on the part of many that credit could be provided to the
poor in an efficient and cost effective manner. The skeptics believed that not only would
operational costs be substantial, but default costs would also be excessive. The Grameen Bank
experience with this is instructive. Muhammad Yunus always emphasized the need for the
Bank to be financially sustainable and over the years as the institution evolved he maintained
and even intensified that financial discipline. Today he argues that Grameen Bank is not only
financially sustainable it is “profitable”—Yunus (2003). Over the years however Grameen has
relied on grants, loans at well below market rates and revenue from investments in assets other
than loans to borrowers. It is significant to note that it is only relatively recent that Grameen
Bank has been able to sustain borrowing to obtain funds at market interest rates—Gibbons
and Meehan (2002).

In discussions of financial sustainability the possibility of simply increasing interest rates
charged on loans is raised. Experience suggests that this measure is fine when increases
are small enough to be fairly easily absorbed by the borrowers in their real payments—
CGAP (2002, p. 10). In general this remains a problematic strategy though which can
increase the risk of default by borrowers—Stiglitz and Weiss (1981). Other suggestions
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include integrating operations into existing bank branches, reducing bank contact with
borrowers, or other measures to reduce the administrative costs. Here again experience
suggests that the high administrative cost of making micro loans is a necessary component in
ensuring high repayment rates of borrowers. The avenue that is being explored more recently
and which offers some hope is in obtaining sufficient loanable funds at reasonable cost in
capital markets to allow microfinance institutions to increase the volume of their lending.
That is the essence of the $4.3 million deal executed by ICICI, SHARE, and Grameen USA
in January of 2004 to which we will soon turn.

Despite reaching over 67 million borrowers through 2002 there are millions more who
want and need access to capital through a micro-lending institution. Many micro finance
institutions (MFIs) have the desire and the demand to grow. What they lack is the capacity and
capital to grow. MFIs do not usually operate as traditional banks operate. They are typically
not classified as depository institutions that take client deposits and use them as lending capital.
Instead they focus on lending only and are able to free themselves of many governmental
restrictions that are placed on traditional banks. The problem with this is that it becomes
much more difficult to generate capital for lending purposes. Most of the capital that MFIs
lend, particularly in the early stages, comes from contributions by governments or other
philanthropic organizations and individuals and loans from governments and institutions that
incur interest at below market rates. As an MFI matures it is able to become more profitable
and can start funding its own lending—Gibbons and Meehan (2002, p. 234). They are even
able to borrow in more traditional commercial lending markets receiving unsubsidized loans
at market rates. This is clearly preferable from an operational basis as it demonstrates an ability
to exist outside of the unreliable world of voluntary contributions.

The primary problem with this restrictive model of growth is that it is a slow process
that leaves little room for increasing the volume of the lending that is so important for
the MFI’s financial sustainability and for its mission in reaching as many of the poor with
credit as possible. Those MFIs that seek to reach a greater number of people and accelerate
their growth rates are faced with significant upfront costs that place downward pressure
on profitability. This not only prohibits strong gains in growth rates it makes it even more
difficult as investors become reluctant to invest in less profitable assets.

The lack of capital is by far the most critical constraint in the process. The Consultative
Group to Assist the Poorest (CGAP) published an article entitled “Water, Water Every-
where but Not a Drop to Drink”, which sought to assess the funding environment for
MFIs. The study found that funding for the sector was on the rise but many high-potential
MFIs were not receiving the funding they needed. CGAP suggested that the reason for this
was that “much of the supply of funds to microfinance is ineffective—narrowly targeted
and poorly structured.” The first problem CGAP identified was that donors were reluctant
to invest in the lesser known organizations even though they had a great deal of potential.
Instead funds were funneled to the established MFIs who had already proven their success.
This results in the more mature MFIs receiving subsidized funds while the small MFIs strug-
gle to find the capital necessary to scale-up their operations—Gibbons and Meehan (2002,
p. 233). Such an environment would benefit a great deal if commercial investors had greater
access to these markets. If this were the case investors could seek out those organizations,
large or small, with strong management, high potential for growth, and a commitment to
transparency, in which to invest.
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There are a number of creative solutions that have been offered up for this particular
problem. David Gibbons and Jennifer Meehan in their paper suggest the use of quasi-equity,
such as subordinated debt, convertible debt, preferred stock, and Special Drawing Rights—
Gibbons and Meehan (2002, p. 229). These are all effective instruments and should be utilized
by those in the microcredit industry. The instrument that will be discussed in this paper is of
similar value. The method this paper will focus on is the securitization of loans. This process
will provide a means to inject capital quickly into the sector and will provide many other
additional benefits.

3. THE SHARE/ICIC BANK/GRAMEEN USA SECURITIZATION DEAL

Before turning the specifics of the deal between SHARE, ICIC Bank and GRAMEEN USA
we will provide a little background on the various organizations. ICICI is a commercial bank
that operates in the Indian market. SHARE is a microlending organization that also operates
in India. SHARE is a g Grameen-style organization and represents one of the largest MFIs
in the world. Grameen Foundation USA is an offshoot of the Grameen Bank. The Grameen
Foundation operates in the United States and is charged with the task of assisting MFIs around
the world in securing funds for expansion and operations. In the deal we discuss, a portion
of SHARE’s portfolio of loans was sold to the ICICI bank and the Grameen Foundation
provided funds that served as a guarantee for the pool of loans involved in the transac-
tion.

In describing the nature of the financial instrument created in the SHARE/ICIC/
GRAMEEN USA deal it is necessary to understand how the Asset Backed Securities (ABS)
market functions. One of the largest markets included in the ABS market is the Mort-
gage Backed Securities (MBS) market—Fabozzi (1996, p. 301) which will be used here for
illustration purposes.

Mortgage loans are most often 30 year loans that incur interest using the simple interest
declining balance method. Under this method interest is only charged on the remaining
principle balance. If payments are made according to the schedule the effective rate will be
the same as the stated rate. This type of loan represents a fixed-rate, level-payment, fully
amortized loan. Each payment is of equal size. The difference of the full monthly loan
payment and the portion of the loan that is used to pay interest represents the amount used
to reduce the principle of the loan. These payments are designed so that the last loan payment
reduces the principle to zero—Fabozzi (1996, p. 216).

In order for individuals to invest effectively the loans are securitized through the use of a
mortgage passthrough security. The security is created when a holder of loans pools them
together and sells shares of the pool. The cash flows of the security depend on the cash flows
of the underlying pool of loans. If any delinquency or default is suffered on any one loan the
loss is spread out over all shareholders. There are a number of other features that can vary
from one deal to another.

The Asset Backed Securities market represents the use of similar procedures applied to
a variety of other assets, including manufactured housing, receivables, auto loans, student
loans, etc. One important feature often used is credit enhancement. Credit enhancement
refers to the credit support provided for one or more of the bondholders—Fabozzi (1996,
p. 301). Securitizations are frequently split in to multiple classes or tranches. Credit enhance-
ment allows the senior tranches to receive a higher credit rating than they would without the
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enhancements. Enhancement can come in the form of external or internal enhancement.
The level of enhancement required can vary and is often determined by the rating
agency.

An external enhancement is created when a third-party agrees to supply a guarantee
that provides for first loss protection against losses in the pool up to a specified amount—
Fabozzi (1996, p. 291) This is precisely what was done in the ICICI securitization deal.
Asset Backed Securities are called such because they are typically protected with real assets.
However, in the case of microcredit, there is no asset backing the pool. It is important to
note that even if the loans were used to purchase assets the purchaser would still not have
claim to those assets under the contract created in the India securitization—The Economist
(2004). Such protections would likely be included in all future contracts. This protects the
borrowers from facing the loss of their property if they had difficulty paying their loan.
Investors would likely not want claim to such assets anyway as they carry very little value
and would be difficult and costly to secure. In place of real assets the purchasers of the pool
require the external enhancements be sufficient to protect them relative to the risk they are
assuming. The India deal required an 8% first loss protection. For the $4.3 million pool of
loans this amounted to $350,000. Of this $350,000, $325,000 was provided by the US based
non-profit organization Grameen Foundation USA. With Grameen Foundation USA pro-
viding 93% of the required cash collateral SHARE was able to maximize the securitization
deal without the use of its own capital. This also provided an opportunity for Grameen
Foundation USA benefactors to leverage their contributions at a rate exceeding 12 to
1–GFUSA Press Release, (2004). The use of this form of enhancement was slightly dif-
ferent in this particular deal in the sense that the cash was provided up front rather than just
a paper guarantee. In that sense it is much like the reserve funds enhancement described
below.

There are a number of methods used for internal credit enhancements and they are fre-
quently more complicated than external enhancements. The various forms applicable to the
microcredit market are described below.

3.1. Reserve Funds

This form of enhancement can come in two forms; cash reserve funds and excess servicing
spread. Under the cash reserve funds format a straight deposit of cash generated from the
issuance proceeds is held back for protection. The cash is a portion of the underwriting
profits and are deposited in money market instruments. Cash reserve funds are frequently
used along side external enhancements.

3.2. Overcollateralization

When overcollateralization is used more loans are included in the pool than what the origi-
nator is getting funds for. Essentially the originator is adding an equity kicker that gives the
purchaser some head room in case a portion of the pool was to default.

3.3. Senior-Subordinated Structure

As mentioned earlier tranches are simply classes of assets that are components of a larger
securitization deal. When a senior-subordinated structure exists there is a senior tranche and
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at least one subordinated tranche. For example if we were to apply the India deal the structure
could look like the following:

Senior tranche: $3,870,000
Subordinated tranche: $430,000

This means that the first $430,000 of losses is absorbed by the subordinated tranche and the
senior tranche does not experience any losses. There can be more than one tranche under
this structure; in fact there are usually many tranches in any given securitization deal. The
most subordinated tranche will always experience first loss until it is completely exhausted,
at which point the next tranche will begin to experience losses.

All of this is significant for the securitization of microcredit loans because the process
would be much the same for those assets. A lending and servicing institution like Grameen
Bank or SHARE could select a pool of loans for securitization. The loans would be chosen
based on a set of criterion. This is necessary to insure that the securities can be effec-
tively analyzed by potential investors and especially by the rating agencies. There are many
potential criteria but the following is a partial list that highlights some of the most impor-
tant:

a. Payment terms—the loans in the pool must have the same payment terms, preferably
all the loans would be collected on a simple interest, declining-balance, fully amortized
basis.

b. Recent history of loan—the loan should not have suffered delinquency or default in
the last six months

c. Maximum size of loan—a cap should be determined, over which loans cannot be
included in the pool. This would encourage organizations particularly interested in pro-
viding access to capital for the poor and very poor to participate in guaranteeing the loans.
It would also allow banks in developing nations to fulfill government requirements that a
certain percentage of their portfolio be invested in the very poor, as was the case in the
ICICI deal.

Interestingly in the SHARE securitization there was very little in the way of criteria that
were used to select the loans. Rather than handpicking loans that were qualified for the pool
SHARE simply chose 26 different branches. The only real criteria was that the branches
not be encumbered by any type of lien or any other encumbrance that would complicate
the transfer of ownership to ICICI. The loans from all of these branches, regardless of their
status, were included in the pool. The sale of these loans accounted for 25% of SHARE’s
portfolio, the implications of which will be discussed later in the paper.1

While there were no criteria used in selecting loans for this particular securitization this
will become a more important issue in the future. A process for selection will become
necessary to ensure the quality of loans included in any particular securitization. As the
securitizations become more common in frequency and larger in size there becomes the
potential for the originator to “cherry-pick” the loans that will be included in the pool.
Under these circumstances they could choose the more “at risk” loans in the pool that
they securitize and keep the lower risk or higher yielding loans in their own portfolio. As
mentioned earlier a set of criteria for choosing the loans will expedite the rating process and
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allow the instruments to get to market more quickly, which is of particular interest since the
loans are frequently for no longer than 50 weeks.

SHARE was required to provide some funds in reserve to provide some indemnity to
ICICI. The first pool of funds they were required to provide was for prepayment indemnity.
This is likely more a result of the bank’s unfamiliarity with micro-credit than the provision
of protection for a real concern. With microcredit, unlike many other forms of debt, the risk
of prepayment is almost nil. Since so many borrowers live on a near day-to-day basis they are
not likely to have the resources to prepay. The likelihood of a borrower somehow refinancing
their loan is highly unlikely as well. There is already a short supply of microcredit loans and
MFIs are not seeking to take clients away from their “competitors.” Even the original issuer
is not likely to refinance any debt as this is done only in extreme circumstances where there
would be no way for the borrower to make their payments if a restructuring of the loan was
not completed (for example after a natural disaster).

The second form of enhancement SHARE was required to include was a stamp duty
indemnity. In India banks are required to charge a stamp duty on every loan that is issued.
Since SHARE is not considered a bank they have not had to levy these stamp duties. At the
time the deal was executed it was unclear if ICICI would have to pay the stamp duties on
the microcredit loans they were absorbing into their portfolio. In order to avoid the burden
of paying these duties ICICI required SHARE to provide an indemnity that would cover
the full costs of the duties.

Once a pool of qualified loans is selected the MFI can then contract to sell the loans to a
bank or other investment entity. Ownership of the loan would then be transferred to the pool
buyer. This transfer of ownership is significant to both buyers. The MFI no longer carries
the loan in its portfolio, thus it also no longer carries the loan’s risk in its portfolio. If any,
or all, of the loans in the pool were to fall in to delinquency or default the MFI would not
suffer any losses. Instead the pool buyer has taken on all of the risk of default. The advantage
to the buyer is that they are able to obtain a return that is higher than the prevailing market
return.

Although the loans are no longer owned by the MFI the organization will continue to
service the loans. The borrowers would not notice any difference in the way the day-to-day
operations of their particular MFI. Staff from the MFIs would continue to provide services
to borrowers whose loans were sold. The payments would also be made in the same manner.
Under the new structure however the MFI would pass the income from the pooled loans
on to the supervising trust that facilitates the bonds.

In order to cover the costs of managing the loans the MFI would receive a servicing fee.
This fee would likely come in the form of a spread. For instance, the loan rate that the MFI
charges its borrowers could be 16% and the rate that the pass-through owners receive could
be 10%. The MFI would use the difference of 6% to cover its administrative costs. The spread
on the loans is high because the administration costs on microcredit loans are proportionately
higher than more conventional loans that would carry a much narrower spread. Since the
loans are amortized the cash flow from the loan that consists of interest payments declines
as the loan ages. The fees that the loan servicer receives are simply a portion of the interest
payments and will thus also decline as the loan ages. Such a payment schedule would require
MFIs to budget for this declining level of cash-inflows even as servicing costs are remaining
the same. The short lives of the loans should alleviate any burden this places on the MFI.
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After a securitization is completed the MFI is left with a lump sum payment from the sale
of its pool. This capital is now available for the MFI to lend to new borrowers. Under normal
conditions there would be no way for an MFI to use its loans as means of leverage in raising
capital for additional loans, but with the use of derivatives they become very productive
assets. The rapidity with which this cycle can complete itself allows for tremendous growth
reaching the demand that is, at this point, far outpacing the supply. Growth of this kind
is much more organic than simply growth from philanthropic contributions and subsidized
loans. It is also likely to be more sustainable than relying on contributions from third parties
which allows the MFIs and their pools to receive higher ratings and thus enhancing the end
product securities.

Rating becomes a significant issue in the derivative industry. Most investors make their
risk/return decisions based on the ratings provided from the major rating agencies. The
three major rating agencies consist of Moody’s Investors Services, Inc., Standard & Poor’s
Corporation, and Fitch. They each assign ratings based on a standardized scale that represents
the likelihood of default—Fabozzi (1996, p. 19). The ratings can have a significant impact
on the price of the bonds from a securitization deal. The criteria on which the bonds would
likely be rated would be similar to those mentioned earlier in regard to screening loans to be
included in the pools. The analysis would focus on the extent to which the loans in a pool
fulfill those criteria. This is not a static process as the agencies can change their ratings at
any time if there is concern that certain ratios are falling out of line with initial expectations.
The agencies would also likely analyze the ability of the MFI’s to ensure that borrowers do
not become delinquent in their loans and the efficiency with which they are servicing the
loans. The solvency of the MFI also becomes important to the agencies, particularly if they
are providing any kind of enhancement or guarantee for the loans.

4. IMPLICATIONS FOR MICROFINANCE AND DEVELOPMENT

Clearly this kind of financial instrument has the potential to impact the microfinance industry
profoundly. It could, if popularly adopted, change the face of the industry all-together. In
considering some of the possible implications of such deals on the microfiance industry
and on the goals of development we will begin by mentioning some possible limits on
the adoption of such instruments by investors in international capital markets. The most
important questions would seem to be “Will securitization provide the resources for the
desired growth in the microfinance industry?”

While securitization demonstrates great prospects there has been little to no use of it until
the most recent deals. In a paper prepared as part of a USAID Best Practices Project the
costs of executing a securitization are of concern as they can become prohibitively high
and prevent a securitization from being even a break-even investment—Bass (2000). The
costs are so high primarily due to information gathering, analysis, and monitoring. With so
many loans it becomes costly to keep up-to-date information on them. Investors want this
information so that they know the status of their investment and whether or not there is
the potential for losses to go beyond the guarantees. The cost for this type of information
is on the decline as more and more of the servicing gets recorded electronically on a timely
basis. The speed of transmission of this information to rating agencies and investors will in
turn continue to accelerate and drive costs down. In the India securitization it seems that
ICICI was not concerned with obtaining information on individual loans from SHARE.
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Instead they had confidence in the track record of SHARE and agreed to purchase a pool
of loans on which much of the information was likely an aggregate. While this strategy of
selecting pools will persist in the short term, as securitizations become more common and
sophisticated there will probably be a divergence from such simplistic selection. In the case of
more sophisticated pooling scenarios, which could in turn result in higher ratings, criterion
like those suggested above may become necessary.

While it is now evident that securitization is possible for microcredit it is less clear what
the market looks like on the other end. In order for securitizations to have the desired impact
there must be a sufficient number of investors who would purchase such instruments. While
at first glance it would seem that the short life span of the loans would prohibit the pools
from becoming marketable on a large scale, in fact there are many investors who are both
willing and in need of short term investment instruments that are of high quality.

Another issue when considering the final investors is the creation of a secondary market
or some other market for the intermediary to sell the instruments to. In order for a real
secondary market to exist it must be large, liquid, have easy access to information, and be
standardized. These are all hurdles that microcredit securitization will have to overcome. The
microcredit industry on a whole is very large. There are billions of dollars being lent and
billions more that could be lent. The challenge will be getting a large volume of these loans
pooled and securitized. It will be a slow process but as the trend picks up a sufficiently sized
secondary market could be created in a matter of a few years. Liquidity is a product of size
and quantity of buyers. As the market grows there will be more investors drawn to it. With
a larger number of investors comes an increased level of liquidity. There are many investors
who could be interested in these instruments, both in the countries where the loans are
originated and elsewhere.

As for ICICI one of the driving factors behind their participation in a microcredit securi-
tization was to help fulfill requirements of the Indian government. In India many banks are
encouraged to direct 40% of their lending to “priority sectors.” In many cases microfinance
fulfills that designation. This provides banks that are looking to move closer to that percent-
age to do so in an efficient and profitable manner. Ready access to information that is timely
and accurate is still a concern for much of this industry. At this point it is really dependant
upon the individual organization. As an organization grows and matures it also become more
sophisticated in its information technologies by necessity. For the larger, more established
MFIs information is less of an issue. However, until the knowledge and infrastructure that is
necessary for good information is passed on to the less mature organizations they will have
greater difficulty participating in the securitization market.

Standardization is truly where the microcredit industry will face challenges. Standardization
is important because it allows investors to compare one instrument to another in an accurate
manner. The primary ways in which loans should be standardized are the length of time
for which the loans are made, the method by which the loans are collected (amortized
over the period of the loan), and the method by which the default rate is measured. The
Microbanking Bulletin recognized the importance of this problem and made it the focus of
their November 2002 issue. “Standardization is a challenge when we consider the number of
parties involved and the different perspectives of each. Agreeing to common standards also
implies that we will need to change current practices, sometimes used for years. This exercise
therefore requires an open-mind and understanding that the benefits of standardization for the
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sector by far outweigh the inconveniences of going through the exercise.” These comments
by the editor of the Microbanking Bulletin demonstrate the concern that the issue has
generated, as we would expect. The true test will be the extent to which individual MFIs
adopt the standardized operating and reporting guidelines. Gaining access to international
capital markets will clearly provide and incentive for that to take place.

In the near term large-scale standardization and the creation of a secondary market with
width and depth is unlikely. Instead much of the financing for securitizations is likely to
come through private placements. In a private placement a bank, like ICICI would purchase
the pool of loans for their own portfolio, or would issue certificates that serve as claims
to the pools cash flows to one or two large investors. This form of securitization allows
individual deals to occur without fitting in to rigid industry-wide standards that are required
for secondary market instruments. Particularly with short-term instruments there is likely a
sufficiently sized market to support the number of micro-loans that could theoretically be
securitized. Either way interest in investing in emerging market securities continues to grow.
With real interest rates in the developing nations remaining at very low levels investors are
seeking out high quality investments in emerging markets that offer a healthier return. Net
private credit flows, which is primarily composed of bond purchases, is expected to reach
$45 billion in 2004 in emerging market economies—IIF (2004, p. 11).

Clearly of major importance in considering more widespread use of securitization of micro
loans is anticipating the impact it is like to have on the MFIs and on the borrowers. As it
is still early and there is little evidence to turn to for an answer it is difficult to fully assess
the impact. Despite this lack of experience there is good reason to believe that securitization
will have little impact on the day to day operation of MFIs, although it could transform the
current structure of the MFIs in significant ways. On a day-to-day basis there is really little
to change. The loans must still be serviced and paid back. The MFI employees know this,
the purchasers know this, and most importantly the borrowers know this. If anything it will
create even greater pressure for the MFIs to operate efficiently and to keep all loans current.
While the MFI will no longer have the loans on their balance sheet it is still of interest to
them that the loans get paid back. If they demonstrate that their loans are good investments
it will become easier and less costly to have them securitized. This is of great significance in
microcredit as the loans are only 50 weeks in length and thus the MFI has a whole new pool
of loans every year.

The MFI now has an obligation to ensure that the current pool of loans fulfills the buyer’s
expectations. As a result there is now a second party interested in the repayment of the
loan and the emphasis on efficiency and loan repayment is reinforced. One of the possible
outcomes of intense repayment pressures is coercion of borrowers. While that is a danger
in the absence of this kind of securitization deal it is clearly intensified when the MFI itself
comes under pressure from investors—Bernasek (2003). This is something that should be
monitored and closely and safeguards put in place to ensure that it does not occur.

One likely area of conflict is the refinancing or restructuring of a loan. A great risk in
developing nations is that of a catastrophic event. Whether this be an act of God or an act of
government the status on a large number of loans is generally affected. In the event of natural
disasters for example, MFIs have frequently had to restructure loans with longer repayment
periods in order to ensure full repayment of the loan. MFIs are often pressured to forgive
loans under such circumstances but Grameen Bank has insisted on loan restructuring rather
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than loan forgiveness in such circumstance and in general that seems to be the norm. None
the less it is not clear whether or not the securitization of loans would give an MFI pause in
restructuring loans, on a large scale or even on an individual basis. Because of the pressure put
on the guarantees backing the securitizations in the event of a restructuring MFIs flexibility
in restructuring loans may be diminished. Given that the ability of an MFI to restructure
loans in the event of some catastrophic event affecting borrowers is necessary for maintaining
high repayment rates and ultimately for the sustainability of the MFI, securitizations will
have to provide some mechanism for accommodating such loan restructuring.

On a larger scale and over a longer term securitization could dramatically impact MFIs.
If an MFI were to securitize most to all of their loans they would become purely a servicing
company. If an MFI were to change its strategic direction in this respect the impact could
trickle down to the individual borrowers. As a servicer the MFI would have the incentive
to take on only those loans that it can include in pools that will later be securitized. Higher
risk borrowers could be left behind as their loans would be undesirable to include in such a
pool. If they were included they could potentially reduce the repayment rate and thus cause
the buyer to require higher amounts of protection in future securitizations.

In order to ensure that the original mission of the MFI is not lost, it may consider keeping
some loans on its own balance sheet so that an emphasis on the poorest is not lost in the
interest of high quality loans. If interest rates on the loans are sufficiently high the MFIs could
include some higher risk loans in their pools. While this would add to the risk involved with
the securitization, interest rates may be sufficiently high to compensate the investor for
the added risk. Securitization could also give those organizations interested in reaching the
poorest of the poor the opportunity to encourage lending to those borrowers. If they enter
the market seeking to purchase pools composed of loans, at least 50% of which are made to
the poorest borrowers, they could essentially create the impetus MFIs need to increase their
lending to such borrowers.

The fact that the loans expire in one year can actually serve as an advantage to MFIs in
securitization deals. Each year the MFI can reevaluate how much of its portfolio it wants
to securitize. If it decides that keeping a portion of its portfolio would be of use they can
simply withhold it from the next year’s securitization. Securitization also allows the MFIs
to be strategically flexible. Theoretically the funds that an MFI raises from a securitization
are not committed. If the MFI feels that more money needs to be spent on infrastructure
upgrades, efficiency improvements, or other operating expenses rather than new loans they
can simply adjust their allocation.

Ultimately the question of how much of their loan portfolios MFIs should securitize
arises. While there is the potential for an MFI to securitize its entire portfolio is this the
most advantageous thing for them to do? Will MFIs lose control over their operations with
more of their loans securitized? The influence of purchasers of these securities is somewhat
analogous to the influence of shareholders on management. There is the potential for a
conflict of interest between borrowers and investors. If an MFI is regularly securitizing most,
or all, of its portfolio and is relying on the proceeds of securitizations to keep its rate of
growth high will face greater pressure to abide by the wishes of secondary purchasers and the
securitizing institutions. MFIs generally face similar pressures from donors. They attempt to
balance the expectations and requirements of donors with their own vision of how best to
lend to their borrowers.
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While balancing their own interests with those of providers of funds is not new for MFIs,
the additional pressure from investors and securitizing institutions may negatively impact the
support that MFIs currently receive. Philanthropic organizations, generous individuals, and
socially oriented government programs are currently significant contributors to the success
and growth of MFIs. As an MFI utilizes securitization more and more conflicts with donors
may result. Often times donors have preferred to see their money going directly to lending
rather than to operational expenses. That attitude could transfer to the securitizations as the
funds would likely be used for guarantees and enhancements rather than going directly to
borrowers. MFIs will face the challenge of education donors about the potential benefits of
such an arrangement. If donors were to see that their funds could be leveraged on a 10 to
1 basis or better they may be even more inclined to contribute than before. MFIs abilities
to reconcile potentially conflicting interests are then likely to be factors in the success of
securitization.

5. CONCLUSION

The potential for the microfinance industry to benefit from greater access to international
capital markets through securitization deals like the one negotiated by SHARE, ICIC Bank
and Grameen Foundation USA is significant. There are also significant challenges involved
in the widespread use of such financial instruments for Microfinance Institutions and for
international investors. And while it is too early to anticipate the likelihood of such a devel-
opment it is clear that experiments like this one will continue to emerge as the process of
economic globalization facilitates opportunities for closer ties between investors in the North
and entrepreneurs in the South.

What are the implications of this for economic development more broadly? microfinance
seems to be a particularly good candidate for innovative funding opportunities through
international capital markets. The industry makes loans to poor people who engage in highly
productive, albeit small-scale activities, and the poor borrowers repay the loans at an incredibly
high rate. A win-win outcome is potentially created as more funds are made available for
such loans and international investors gain access to a new investment opportunity. How
many other candidates are there likely to be for such an outcome?

Traditional development projects such as investments in infrastructure, health and educa-
tion are unlikely to be good candidates for international investment. These long term social
investments will continue to depend on governments and their access to funds. Developing
country governments, most of which are debt burdened, are unlikely to be able to raise
the money needed for such investments in international capital markets. In this case there
is no real alternative to increased development assistance from developed countries and a
significant reduction in the debt burdens of the developing countries.

A closer connection between the process of economic development and international
capital markets appears to offer opportunities for innovative ways of funding certain kinds of
development projects. In this case we have seen the possibilities for the microfinance industry.
If new opportunities for funding can be created for this strategic development area and for
others like it, there is reason to be hopeful about the pursuit of economic development in
this era of economic globalization. That being said, if the areas in which such opportunities
are unlikely to be significant then it will be important to bolster funding for development
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with the more traditional means of official development assistance and loans from multilateral
institutions.

ENDNOTE

1. The information on the details of the Share/ICIC/Grameen Foundation USA deal was provided to the authors
via interviews with a representative of Grameen Foundation USA.
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12. WAITING FOR CAPITAL: THE IMPACT OF CORRUPTION IN INDONESIAN
FINANCIAL MARKETS

GORDON MENZIES, CHRIS TERRY, AND ROWAN TRAYLER

1. INTRODUCTION

Over the two decades prior to the 1997 Asian Crisis the Indonesian archipelago experienced
a sustained period of economic growth, doubling real output per capita and lifting millions
out of poverty—Sarel, (1997). This spectacular economic performance made the events of the
subsequent years all the more surprising. The collapse of the Indonesian rupiah, the disastrous
revaluation of foreign-currency-denominated debt, and the resulting political upheaval are
all well documented—IMF, (2002).

One concerning legacy of the crisis has been the surprisingly persistent current account
surpluses, with their attendant capital outflows. For example, the IMF pencilled in a current
account figure near zero for 2001, while the actual outcome was around 5 per cent of GDP.
It is arguably inappropriate for a country at Indonesia’s stage of development to be exporting
capital. Non-sovereign borrowers have made some tentative progress in gaining access to
world capital markets, although the recovery of capital inflows has been slower than in other
crisis-affected countries—IMF, (2002). In 2002, Indonesia was the only country in South-
East Asia to record a net outflow of foreign direct investment—Economist, (2003b). The
current account is projected to remain in surplus by over 2 per cent of GDP in 2004, with
private capital outflows of around the same magnitude—IMF, (2004a).

The crisis also highlighted corruption as a key issue in the political and economic life of
Indonesia. Many of the practices of so-called ‘Crony Capitalism’ remained hidden during
the relatively prosperous years prior to the crisis. But the extent of corruption, and its
disastrous effects, are now well and truly under international gaze. Table 1 shows international
comparisons of different measures of corruption and governance.
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Table 1. Indicators of investment climate, selected countries

International
Country Risk
Guide Political

Risk
Index Ranking

Transparency
International

IMD World
Competitiveness

Yearbook
Government

Efficiency Ranking
(Population >20

million)

Countries

Global
Competitiveness
Report Public

Institutions
Ranking 2003 1999 2003

Corruption
Perception

Index
Score 1/

2003

Country
Ranking

2003 1997 Feb 03

Indonesia 72 25 27 1.90 122 86 127

Philippines 66 11 21 2.50 92 52 67
Thailand 32 9 5 3.30 70 40 50
Malaysia 29 6 3 5.20 37 35 50
Vietnam 60 . . . . . . 2.40 100 57 67
Singapore 6 . . . . . . 9.40 5 7 12
China 44 10 9 3.40 66 63 63
India 56 17 19 2.80 83 77 106
South Korea 18 22 18 4.30 50 32 35

No. of countries
ranked 108 30 30 133 129 140

1 Relates to perception of the degree of corruption as seen by business people, academics a and ranges between 10 (highly clean)
and 0 (highly corrupt).
Source: IMF, (2004b).

It is the argument of this paper that corruption has the potential to repel foreign capital. It
is well known in the debt literature that foreign borrowing can only occur if there are credible
penalties for default—Eaton, (1993). But corruption can erode the penalties for defaulting
debtors. It follows that support for lending by foreigners must likewise erode. Any creditor
considering making a loan to Indonesia now must take account of the pitfalls of corruption,
which may help explain why Indonesia is still ‘waiting for capital’.

We do not argue that other factors are unimportant; the Ministry of Economic Affairs
lists transport problems, unreliable water supplies and nationalist opposition to foreign own-
ership of assets—Economist, (2003b), as potential reasons why foreign capital has dried up.
Nevertheless, corruption seems to raise intense difficulties for creditors, especially if they get
ensnared in protracted debt-recovery negotiations.

These drawn-out negotiations have been a noteworthy feature of post-crisis Indonesia.
Debtors have a number of reasons to delay coming to an understanding with their creditor:

� A corporate debtor with unhedged foreign liabilities, waits for an exchange rate apprecia-
tion to reduce their rupiah debt;

� A government refuses to fulfil a promise to buy back an enterprise from a foreign investor,
waiting for the investor to sell at a discount to a national company;

� A debtor in strategic default (that is in default because it can get away with it), earns money
on withheld interest payments while there is delay.

These delays are particularly onerous when the legal system is not functioning properly.
It does not matter so much if one party wants to slow a resolution if it is not within their
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power to do so—the legal system simply overrides their wishes. However, if the legal system
is not strong enough to do this, for example, due to corruption, then resolution will prove
elusive if it is not in the interests of both of the parties.

The paper is organized as follows. Section 2 describes the post-crisis environment in which
many corrupt practices came to light. Section 3 looks at the rule of law and creditors rights
reinforcing the need for a functioning legal system. Section 4 concludes.

2. THE POST CRISIS ENVIRONMENT

In this section we review the factors that created the post-crisis environment. We will examine
the background to the crisis, policymakers’ response to the crisis, the failure to apply the
rule of law to enforce creditor rights and possible motives for debtors stalling the bargaining
process.

2.1. Background to the Crisis

Over the 30 years prior to the 1997 crisis, Indonesia had achieved a sustained period of
economic growth (averaging seven per cent per annum), and was known as one of the Asian
‘tigers.’ The data in Figure 1 shows that between 1978 and 1996 the value of output per head
(in constant dollar terms) in Indonesia doubled, maintaining its place among its neighbours
such as Singapore, Malaysia and Thailand, whereas output per head in the US economy
rose by only 20 per cent over this period. Given that Indonesia’s output per person over the
period rose from just over $US1,000 to almost $US3,000, (as shown by the data in Figure 1)
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it is an emerging economy, and, given its population of over 235 million, Indonesia is a very
large emerging economy.

During the mid 1990s the outstanding growth performance of the Asian tigers attracted
considerable attention in the literature, especially the issue of how long these economies
could sustain their superior growth rates. Krugman, (1994) suggested that growth in Asia
was the result of the growth in inputs with very little contribution from improvements in
the productivity of their inputs (that is, their total factor product, TFP) and that there are
limits to the mobilisation of inputs, which would result in a decline in the growth rates of
these economies.

“The newly industrializing countries of Asia, like the Soviet Union of the 1950s, have
achieved rapid growth in a large part through an astonishing mobilization of resources. Once
one accounts for the role of rapidly growing inputs in these countries’ growth, one finds
little left to explain. Asian growth, like that of the Soviet Union in its high-growth era, seems
to be driven by extraordinary growth in inputs like labor and capital rather than by gains in
efficiency”—Krugman, (1994).

This view was shared by others, such as Young, (1995), who attempted to decompose
the source of growth between the rate of factor accumulation and improvements in factor
productivity and concluded that the latter played a very small role as a source of growth
in these Asian economies. According to this view, growth rates in these economies would
not be sustained and this might infer (if, coincidentally, the predicted slow-down in produc-
tivity occurred at the time of the financial crisis) that their post-crisis growth performance
would not return to their pre-crisis rate. To some degree Indonesia’s post-crisis experience is
consistent with this expectation. However other studies, such as that by Sarel, (1997) found
that total factor productivity was a more important contributor to growth in most ASEAN
countries (including Indonesia).

Sarel’s study covered the period 1978–96 and confirmed that growth in inputs, especially
capital, was the major source of growth, but more importantly found that the contribution
of TFP was underestimated by researchers such as Young. According to Sarel’s study, the
average annual growth in TFP was 2.2 per cent in Singapore, 2.0 per cent in Thailand and
Malaysia and 1.2 per cent in Indonesia, which compare very favourably to the US rate of
0.3 per cent—Sarel, (1997).

In Indonesia’s case, real GDP grew by an average annual rate of 8 per cent in the six years
before the 1997 financial crisis, when real GDP fell by 13 per cent (in 1998), and, has grown
at around 4 per cent over the post-crisis period to 2003. Hence, on this issue hindsight shows
that Krugman’s assessment was too pessimistic, especially if one accepts that other matters
have contributed to the economy’s growth rate not returning to the 7 per cent experience. It
would seem that structural and governance problems are the more likely causes of the slower
recovery in Indonesia.

2.2. Policymakers’ Response

According to Grenville, (2004), “The Indonesian crisis was surprising both in the event and
puzzling afterwards. This was a country that had experienced three decades of 7% annual
growth, that had coped successfully with a series of setbacks, that had one of the longest
serving and most experienced teams of economic policy makers, that had no serious macro
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imbalances, and had adequate foreign exchange reserves. Why did it experience a crisis far
more serious—in terms of the fall in the exchange rate, the damage to the banking system,
the fall in GDP and the tardiness of the recovery . . . —than its Asian neighbours?”

Some of the reasons that have subsequently been advanced to explain its impact were well
known prior to the crisis.

First, there was the failure to apply the rule of law because of corruption, especially in
the forms of rent-seeking behaviour by politicians (and their cronies), bureaucrats and the
courts—Robinson and Hadiz, (2004). Second, as reported by the Independent Evaluation
Office (IEO), there was an unsound banking system, due to imprudent and related-party
lending and ineffectual prudential supervision due in part to cronyism and corruption -IEO,
(2003). Finally, there were the potentially unstable capital inflows. According to Grenville,
(2004) Indonesia’s “ . . . pre-crisis capital inflow was potentially volatile because it was largely
herd driven, led by portfolio managers more interested in diversifying and rebalancing their
portfolios than in making fine judgements about risk. ‘Emerging markets’ had become the
market favourites. . . . The problem was that these markets were tiny, and were not able to
absorb such flows easily.”

The IMF acknowledged as reported by The Independent Evaluation Office (IEO), (2003),
that its surveillance of the Indonesian economy failed to raise the alarm “ . . . because the crisis
occurred against the background of sound macroeconomic fundamentals, including good
export growth performance, relative price stability, and broad fiscal balance. There were
vulnerabilities . . . in the form of sector weaknesses, highly leveraged corporate balance sheets,
weak public and corporate sector governance, and rising short-term unhedged external
indebtedness.”

The IMF’s surveillance of member countries is conducted annually under Article IV
of the Articles of Agreement and covers “the country’s economic policies and potential
vulnerabilities.” This is routine surveillance, as opposed to the surveillance involved when
financial support is provided to assist with adjustment programs such as the arrangements the
IMF established with the Indonesian government.

Indonesia’s crisis (and that of neighbouring countries) was perceived as an exchange rate
and financial account crisis (that is, a massive fall in capital inflow and a massive rise in
capital outflow) due to a loss of confidence by domestic and foreign investors. An element
of contagion was involved, triggered by the depreciation of the Thai baht and a substantial
increase in foreign-currency short-term funding—IEO, (2003). However, even during the
first five months of the crisis (that is from July to November 1997) there were a range
of views about the true value of the rupiah. Lehman Brothers expressed confidence in
August 1997 that the currency shocks would be temporary and a senior executive of Stanley
Morgan Asia predicted on 5 November 1997 that the rupiah, when trading at 3,900 rupiah
to one US$, would settle at 3,100 rupiah to one US dollar—Robinson and Hadiz, (2004).
Goldman Sachs’ in its November 1997 “Emerging Markets Currency Report” expressed
similar sentiments and it was reported that hedge funds were investing in rupiah denominate
assets in the expectation that the currency had ‘overshot’—IEO, (2003).

As noted by Grenville, the crisis unexpectedly deepened into a serious economic and
social crisis due to the 13 per cent fall in real GDP in 1998 which increased unemployment
and returned many people to poverty (Table 2). It also caused systemic insolvency within
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Table 2. Percentage of population in poverty, 1996,
1999 and 2002

1996 1999 2002

National Poverty Line 15.7 27.1 16.0
International poverty lines
1 dollar a day 7.8 12.0 7.4
2 dollars a day 50.5 65.1 53.4

Source: World Bank estimates quoted in IMF, (2004a).
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Source: IEO, 2003, p. 14.

the banking system as well as the business sector. Such a consequence was canvassed by
Montgomery, (1997) in an analysis of the financial system (in which the banks played a
dominant role) and its contribution to economic performance. The banking system was the
major acceptor of credit risk posed by business (both through its loans and through guarantees
of corporate bonds) and despite improvements in the prudential supervision regime, the level
of non-performing loans was nearly 14 per cent of total bank loans in 1995, and banks also
had a substantial foreign exchange exposure, as well as an indirect exposure through the
companies to which it had made loans—Montgomery, (1997).

The massive depreciation of the rupiah in late 1997 and especially in early 1998 (Figure 2)
coupled with the exposure of the banking system and corporate sector to such an external
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shock propelled the economy into recession. While some banks suffered runs, the payment
system ultimately survived due to the government eventually agreeing to extend a blanket
guarantee of deposits.

Indonesia sought the support of international agencies, such as the IMF and the World
Bank and this was provided in the form of funding together with agreed programs of reform
and policies that intend to help redress the underlining problems. These undertakings were
set out in letters of intent (LOI) by the government of Indonesia, having regard to prior
negotiations with the IMF about its conditions.

Prior to mid 1997 the value of the rupiah was set by Bank Indonesia (the central bank)
on a crawling peg basis. In July 1997 the Bank responded to speculative pressure on the
rupiah motivated by the depreciation of the Thai baht, by tightening monetary policy and
supporting the currency in the foreign exchange market (by selling some of its holdings of
foreign exchange reserves). In August 1997 it decided to float the rupiah (having regard to
IMF advice) and substantially increased the interest rate on its one-month certificates (from
11.625% to 30%) and in September the government tightened fiscal policy (by deferring
expenditure on large infrastructure projects). Over this period the rupiah depreciated from
being worth around 2,000 rupiah equal to one US dollar to around 3,000 rupiah to one US
dollar. This was a serious depreciation of the currency, but in hindsight it was dwarfed by
the eventual 80 per cent decline (Figure 2).

In September 1997 the Indonesian government approached the IMF about their cur-
rency concerns to establish “precautionary” funding (that is, funding that is not intended
to be drawn down, but could be) as a response to their concerns. The IMF suggested a
number of policies the government could adopt that would help to restore confidence in
the rupiah. However, by October the government, concerned by the depreciating currency,
sought a three-year “Stand-By-Arrangement” with the IMF to replace the precautionary
arrangement. This was concluded in early November 1997 for SDR7.34 billion (equivalent
to $US10 billion) with $US6 billion to be drawn down by March 1998.

The amount of the funding was based on an assessment of the scale of Indonesia’s balance
of payments problem, part of which could be estimated (this being a proportion of foreign
short-term funding that would not be rolled over given the currency’s depreciation), as well
as funding available to Indonesia from other external sources (such as the World Bank and
the Asian Development Bank). In broad terms, the main determinant of the amount and
timing of financial support was confidence, of both foreign and domestic investors, since
their decisions largely determined the extent of the net capital outflow.

The financial (or capital) account balance swung from a surplus to a deficit after 1997,
due to “large-scale capital flight by domestic residents”—IEO, (2003, Annexure 1). Capital
inflows fell dramatically, contributing to the crisis (Figure 3).

Under the November 1997 arrangement, Indonesia was required to maintain its tight
monetary and fiscal policies, close and liquidate 16 problem banks (another 34 were subject
to Bank Indonesia’s rehabilitation program) and implement a number of structural reforms
that would improve efficiency and transparency. The purpose of the arrangement was to
provide the capacity for the government to restore confidence in the currency, which was
perceived at the time to be the essential problem. Initially the measures seemed to be effective
as the rupiah stabilised at around 3,500 rupiah to one US dollar, but confidence in the
arrangement was eroded when the Indonesian President decided not to comply with the
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requirements. Some of which (such as certain bank closures) would have adversely impacted
on commercial interests of some of his family members and cronies. Moreover, the effect
of providing liquidity to troubled banks rather than closing them resulted in an easing of
monetary conditions (and some of the funds were used for related-party loans). The rupiah
responded by falling sharply in value during November (falling below 5,000 rupiah to one
US dollar in mid December 1997, as shown in Figure 2).

The situation went from bad to worse. The IMF recognised that the crisis was much
severer than first thought and sought a more comprehensive response by the government in
January 1998. Initially the government issued a new LOI that included undertakings covering
structural reforms and the establishment of the Indonesian Bank Restructuring Agency
(IBRA). However the President again reversed his stance and challenged the legitimacy of
the IMF conditions. The foreign exchange market again lost confidence in the rupiah, which
crashed in value to over 14,000 rupiah to one US dollar in January 1998.

Following the President’s re-election in March 1998, the Indonesian government began
to accept the need to implement the structural reforms sought by the IMF (and the IMF
accepted that an easier fiscal policy would assist the government to respond to the social
problems created by the crisis). In May 1998 the President resigned, being replaced by Vice-
President Habibie, and in August 1998 the new government negotiated an Extended Fund
Facility (EFF) to replace the November 1997 Stand-By-Arrangement, using the undrawn
amount that was equivalent to US$6.3 billion. The IMF approved the 26-month EFF in
August 1998, and it covered the period through to November 2000.
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Table 3. Economic growth and investment, 1995–2001

1995 1996 1997 1998 1999 2000 2001

Real GDP growth, % 8.2 7.8 4.7 −13.1 0.8 4.9 3.4
Real fixed investment growth, % 14.0 14.5 8.6 −33.0 −18.2 16.7 7.7

Sources: IEO, 2003, p. 17.
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By mid 1998 it was becoming clear that the crisis in Indonesia was deepening—becoming
an economic and not ‘simply’ a currency crisis. The added dimensions included an inflation
problem, (see Figure 4), and, mounting corporate and bank insolvency (due in part to the
effect of the rupiah’s depreciation increasing the domestic currency cost of repaying foreign-
currency loans). The emerging recession (see Table 3) was due in part to the 33 per cent
decline in real private investment expenditure in 1998.

Most of the net outflow in 1997 was in the form of portfolio investment, whereas
direct investment was substantially negative between 1999 and 2001. Over the course
of 1997/98 substantial foreign exchange intervention occurred, leading to a run down
in reserves (Figure 5). Data on both the financial and current accounts are presented in
Figure 6.
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In early 2000 the new (democratically elected) Indonesian government sought to replace
the Extended Fund Facility (involving further financial assistance worth approximately
US$4.8 billion) that would cover the period to the end of 2002. The government, in its
January 2000 LOI, undertook to restore the economy’s macroeconomic performance as well
as to implement a wide ranging set of structural reforms, such as a more aggressive approach
to the restructuring of the banking system, arrange the settlement of outstanding corporate
debt as well as to establish an effective legal basis for dealing with bankruptcies.

Summing up the IMF’s role, support was provided through an initial Standby-By-
Arrangement that was replaced by an Extended Fund Facility (EFF) in August 1998 that
was renewed in January 2000 to cover the period to the end of 2002. These arrangements
provided both funding and policy advice to assist the government of Indonesia to deal with
the crisis and its problems. The policy advice had a macroeconomic dimension, and, struc-
tural and institution-building dimensions to reduce corruption and to uphold the rule of law
in commerce.

On the macroeconomic front the government made good progress lowering the inflation
rate (as well as interest rates) to around 5 per cent at the time of writing. It also restored foreign
exchange reserves (US$36 billion in 2003), although the balance of payments ‘improvement’
(shown by the data in Figure 6) is scarcely evidence of a dynamic export-led economy. Rather,
it reflects a tendency towards capital flight, and, weak import growth due to low physical
investment. Recent current account surpluses have exceeded the various IMF targets—IMF,
(2004b).

Public debt increased from a pre-crisis level of 25 per cent of GDP to over 100 per cent
in 2000. This was driven by a number of factors. They included: the need for borrowing to
provide funds to support the banking system’s liquidity and solvency; the valuation effects on
public external debt arising from the depreciation of the rupiah; higher budget deficits, due
to higher interest cost on the increased debt, increased expenditures on subsidies to lessen the
impact of the crisis on the poor, and, the higher than expected costs of the decentralisation
program. The level of debt relative to GDP has been reduced to just over 65 per cent by
2003 due in part to the proceeds from the sale of assets by IBRA and through privatisations as
well as to the rebound in the rupiah (which increased the rupiah value of the sale of foreign
currency assets).

The economy’s performance has improved since the late 1990s (up to the time of writ-
ing) but has not achieved its pre-crisis performance in terms of the rate of real investment,
capital inflow, exports and economic growth. It remains to be seen if the new president,
Mr. Yudhoyono, can succeed in preventing unemployment hitting double digits, tackle dif-
ficult fiscal issues (such as fuel subsidies) and deal with labour unrest. While progress has been
made with institution building and bank restructuring, corruption in commercial dealing
remains an impediment to improved economic growth—IMF, (2004a,), IMF, (2004b), IEO,
(2003).

3. THE RULE OF LAW AND CREDITORS RIGHTS

Commercial dealings in Indonesia have been conducted within the workings of its political
and legal system, which allowed the ‘power elite’ a degree of discretion not enjoyed by the
elite in many other countries. The degree of influence of the members of the Suharto family
increased prior to the crisis because of the development of their commercial interests. They
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Table 4. Fiscal costs of selected banking crisis, % of GDP

Gross Outlay Recovery Net Cost

Indonesia, 1997-present 51.4 12.0 39.4
Korea, 1997–2000 31.2 8.0 23.1
Malaysia, 1997–2000 7.2 3.2 4.0
Thailand, 1997–2000 43.8 9.0 34.8

Source: IMF, (2004b).

were granted commercial privileges by the government along with favoured business leaders
(some being known as Suharto’s cronies) and the protection of these interests deepened the
crisis and slowed the recovery—Robinson and Hadiz, (2004).

Foreign investors, Indonesia’s banks and IBRA (because of its role in bank restructuring
and revitalising insolvent corporations) have all faced the difficulties posed by inadequate
protection of creditor rights.

“Weaknesses in the legal structure and corruption in the courts have tilted the system in
favour of borrowers who have the resources to fight creditors through the legal system”—
IMF, (2004b).

IBRA, which operated from early 1998 to early 2004, had three main objectives; to
stabilize and revitalize the banking system; to maximize recoveries from taken-over (mainly
impaired) assets, and; to revitalize the corporate sector by restructuring corporate debt and
returning taken-over assets to the private sector—IMF, (2004b).

An indication of the scale of the cost to the domestic governments of the banking crisis in
Indonesia and three of its neighbours is provided by the data in Table 4. The costs arise from
taking over the non-performing loans from insolvent banks and the recoveries arise from the
subsequent sale of the banks and or their loans. Observe that the cost of the banking crisis
to the government (that is Indonesian taxpayers) represented approximately 40 per cent of
Indonesia’s GDP.

Prior to the crisis there were over 230 banks within the banking system, most being
small privately owned, together with a small number of large state-owned (and regional
government owned) banks. IBRA’s approach to stabilising and revitalising the banking system
was to close the most distressed private banks moving their deposits to a state bank and
disposing their assets. (By the end of 2003 the number of banks had declined to 138.) IBRA
also took-over less distressed banks, becoming the majority shareholder, to allow them to
continue to operate. IBRA’s aim here was to recapitalise the banks along with new capital
from the original owners and subsequently recover its investment (or at least part of it)
through the sale of its shareholding. Four insolvent state-owned banks were merged into
Indonesia’s largest bank, Bank Mandiri (still being state owned), which held 23 per cent
of the market in 2003. Due to problems in disposing assets, by 1999, IBRA remained the
owner of 26 per cent of Indonesia’s banking assets—IMF, (2004b). Part of its difficulties arose
because IBRA attempted to improve corporate governance by corporate borrowers before
disposing of the loans. Despite the difficulties, by 2003 the banking system was operating on
a more stable basis than in 1999, as shown by the data in Table 5—IMF, (2004b). The main
concern is the quality of the assets of the state banks; meaning that their quality is overstated
in the data.
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Table 5. Indicators of banking soundness

1999 2001 2003 1/

State Private State Private State Private
Banks Banks Banks Banks Banks Banks

(In percent)
Asset structure

Recap bonds-to-total assets 59.9 43.7 52.1 44.7 43.1 24.2
Net loans-to-total assets 18.1 14.1 22.1 22.0 30.6 31.4

Asset quality
Reported NPLs-to-total loans 14.8 35.3 10.0 12.7 6.2 5.6
Compromised assets-to-total loans 2/ . . . . . . 33.4 21.7 23.9 11.2
Loan loss reserves-to-compromised (ROA) . . . . . . 31.7 43.9 36.8 69.2

Earnings
Net interest income-to-average assets −3.8 −4.5 3.2 3.5 4.2 4.3
Net profits-to-average assets (ROA) −9.6 −6.8 1.2 −0.2 1.9 2.1

Capital adequacy
Equity-to-total assets −8.9 2.2 4.7 6.3 7.5 10.1
Capital adequacy ratio (CAR) −10.4 6.2 19.0 17.1 21.4 24.9
Net compromised assets-to-tier 1 capital 181.6 94.9 92.3 17.2

Liquidity
Liquid assets-to-total assets 15.2 34.5 14.5 18.3 12.9 28.0

IMF, (2004b).

The aggregate debt of the corporate sector (meaning non-financial firms) exceeded
US$100 billion at the time of the crisis. This was owed (approximately equally) to domestic
and foreign creditors with the majority being denominated in a foreign currency. The col-
lapse of the rupiah meant that most companies ceased payment on their debt since many had
become insolvent—IMF, (2004b). The resolution of these debts exposed major weaknesses
in the process of recovering debts in Indonesia from the creditors’ viewpoint.

Indonesia’s out-dated 1904 Bankruptcy Ordinance and corrupt court practices meant few
creditors and debtors used this process for dealing with insolvency. Moreover, the scale of the
outstanding debts due to the crisis overwhelmed the public servants, who acted as receivers
and administrators and who were not able to cope with this volume.

The introduction of new bankruptcy legislation, which was passed in 1998, was proposed
to strengthen the legal framework for bankruptcy proceedings. Also the legislation provided
for out-of-court negotiations, which were especially necessary during the period of the
crisis. In November 1998 the Jakarta Initiative Task Force (JITF) was established to facilitate
voluntary restructuring.

Initially the JITF made little progress. It required experienced negotiators and strong
political backing and its aim of providing a one-stop facility for restructuring plans was
rather heroic in the circumstances. In January 2000 the government established an inter-
ministerial committee to apply pressure on debtors to cooperate with the JITF in its attempt
to broker debt restructuring. While it assisted the JITF to be more effective not all debtors
were susceptible to pressure from the committee—IMF, (2004b).

Considering the Indonesia experience, it has to be asked why the voluntary approach to
restructuring corporate debt ran into so much difficulty. This is of particular relevance to
the issue of capital flows. The quality of Indonesia’s corporate external debt is something
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of an ‘advertisement’ for Indonesia’s potential investors, with the problems of the day it is
not surprising that there was an exit of capital. In mid-2002, the IMF estimated that over
half of the estimated $US55 billion of corporate external debt was distressed. To understand
the difficulties faced by a voluntary approach, it is useful to review the so-called London
Approach, which the Jakarta Initiative sought to emulate.

The London approach to corporate restructuring is a set of conventions developed in
the United Kingdom over the last three decades of the 20th Century. From the mid-1970s
to mid-1980s, the Bank of England involved itself directly with corporate workouts. Over
time, it divested itself of the formal powers to do so, preferring instead to adopt the role of
‘honest broker’ in situations of corporate distress. The so called “London Rules” involve an
approach to crisis management, and a long term reform agenda. The two guiding principals
of the London Approach are:

Creditors had to be prepared to seek a non-judicial solution and support an independent review of the
company’s viability. While the review was in process a creditor standstill was in force, and the companies
continued to trade normally. The Bank of England acted as a facilitator of this crucial first stage.

Depending upon the result of the review above; the principal creditors formed a joint view about the
long-term viability of the company. If viable, new money was provided on an agreed basis from all the
creditors (often a pro-rate arrangement) and measures such as interest holidays, extension of maturities,
or debt-equity swaps were also considered. These measures were conditioned on a long term business
plan which may have involved management changes, sales of assets or divisions, or even the takeover
of the company.

The application of the London Approach to Indonesia has been made difficult by the
large number of creditors involved in loan packages, the lack of an ‘honest broker’ with the
stature of the Bank of England, the weaknesses in the legal framework, and the corruption
or theft of original loan documents—Meyerman, (2000). Anecdotal evidence obtained by
the one of the authors from an IBRA officer confirms this practice. They indicated it was
sometimes possible to pay a ‘fee’ to a bank employee to tamper with loan documents, reducing
the amount or other loan conditions. Most fundamentally, however, the London approach
relies on voluntary agreement, and, as we outlined in the introduction, debtors have many
reasons to stall deals. We now return to this issue, examining the potential reasons in some
detail.

3.1. To Stall or not to Stall

Two factors have acted together to make it possible for debtors to delay negotiated agreements
in Indonesia. First, the foregoing discussion implies that the crisis was of such a magnitude
that the ill-prepared governmental, financial and legal entities were simply overwhelmed. In
a chaotic environment, strategic default became possible. Second, if the debtors were the
favoured business leaders—the Cronies—they were afforded a protection that allowed them
to ignore the legitimate demands of creditors—Robinson and Hadiz, (2004).

However, it is one thing to say that delay was possible; it is another to say that it was in the
debtors’ interests. There were a number of scenarios where debtor delay seemed optimal.

There were opportunities for theft of assets that required owners to remain in control
of their business. For example, if the owners of a business or bank faced few ‘self-denying
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ordinances’ within their business, and had a free financial hand, they could engage in asset-
stripping. Perhaps as a result of this, some debtors were concerned that IBRA would sell
loans on a basis that would allow them to be swapped for equity, loosening the control of
the owners.

The changing macroeconomic environment (meaning variables such as interest rates and
the value of the rupiah) complicated the process of valuing loan contracts and provided a
motive for strategic non-cooperation by debtors. For example, consider a corporate debtor
that held unhedged $US liabilities. They may have been reluctant to wind the business up at
an unfavourable exchange rate. Drawing out negotiations with the creditors had an option
value for them. Seen from their perspective, if the exchange rate appreciated subsequently,
they could then have wound up the business at a favourable exchange rate, or, used their
control of the company to expatriate funds in an illegitimate manner. Either way, there is
an option value of waiting. The expected value of the currency change does not have to be
positive for there to be an option value of waiting. All that is required is that the debtor can
put off valuing the assets should the exchange rate go against them (i.e. depreciate).

Companies that were likely to be sold also had some incentives to draw out the process.
Consider the owner of an enterprise that was under the control of a bank asset restructuring
agency, such as the former Indonesian Bank Restructuring Agency (IBRA). It may have
been that delays in payment, or legal misadventures, signalled to foreign purchasers that the
enterprise was risky, thereby reducing demand by foreigners. Further suppose that when it
came time for the agency to sell, the owner had a domestic associate waiting in the wings to
buy the enterprise. It was not unheard of for the original owners of banks to attempt to buy
them back at fire-sale prices from IBRA. The Economist, (2003a) reports a case in which
Bank Central Asia (BCA) was allegedly sold to its original owners, beating a bid from the
UK bank, Standard Chartered. The report also sites rumours of originalowner of two other
banks, Bank Lippo and Bank Internasional Indonesia biding to buy their banks.

More generally, any financial misappropriation allows the guilty party to gain the use of
the funds until they are called to account by the legal system. If the legal system is corruptible,
then the guilty party may succeed in delaying proceedings by illegal means.

The case of Tri Polyta seems to have proceeded along these lines. One of the original
owners of the petrochemical company was former President Suharto’s son, Bambang. Four
years ago, the firm stopped paying interest on $US185 million worth of bonds. More recently,
a consortium of creditors had filed a bankruptcy suit seeking to foreclose on the assets, amid
allegations that Tri Polyta could pay its creditors. The consortium of creditors received
support from a US Federal Court, which ordered that interest and principal be repaid.
However, an Indonesian District Court refused to uphold the US decision—Jakarta Post,
(2003).

The Tri Polyta case for Indonesia is that devoting resources towards voluntary agreement
initiatives, such as the Jakarta Initiative Task Force, may have no effect if vested interests are
gaining from the continuance of strategic default.

4. CONCLUSION

The 1998 bankruptcy legislation established a new Commercial Court to deal with
bankruptcy cases in a transparent way and provided for the appointment of ad hoc judges
with expertise in bankruptcy matters. The transparency was to be achieved by publishing the
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Table 6. The Transparency International Global Corruption Barometer 2003
A selection of intuitions and countries

Country Courts % Political Parties % Medical Services % Police %

Hong Kong 8.9 15.4 3.3 35.4
Indonesia 32.8 16.3 1.8 10.2
Japan 3.7 51.9 7.3 9.6
Korea (South) 10.3 27.9 3.7 5.0
Malaysia 8.5 24.6 1.3 32.0
USA 9.1 39.1 10.1 7.2

Source: Transparency International, (2003).

reasons for its judgments as well as dissenting judgements. Despite this institution-building
initiative, implementation of fairer law has not been universally achieved.

“ . . . studies have found that up to 70 percent of its decisions are in fact based on sound
or defensible legal reasoning. It is the remaining 30 percent or so of, usually, high profile
controversial decisions that continue to tarnish the Court’s reputation”—IMF, (2004b).

An attempt is being made to strengthen the effectiveness of the Commercial and the
Supreme Courts as well as to deal with corruption more generally in the legal system through
the establishment of an anti-corruption commission. This reflects that “ . . . many of the goals
of legal and judicial reforms have not yet been met”—IMF, (2004b).

Despite the efforts of Indonesia to reform its bankruptcy laws and its implementation, it
is evident much effort remains for it to achieve its goals due to the culture of corruption that
existed prior to the crisis. An indication of Indonesia’s standing internationally is provided
by the data in Table 1 at the beginning of this paper. While there are many factors that
contribute to Indonesia’s slow recovery, its adverse investment climate would appear to play
a role.

Whether one is very pessimistic about corruption (it will never lose its grip on political
life), or mildly pessimistic (it will wane with political reform, but you’ll have to wait a
while), the case for a strong legal system, which does not have to rely on self-enforcing
agreements, is strong. This might seem obvious—after all, everywhere has a legal system—
but the statement is a matter of degree. Table 6 is from Transparency International that
conducted a survey of corruption were people were asked, “if they had a magic wand and
you could eliminate corruption from one of following institutions, what would your first
choice be?” it is interesting to note that Indonesia rated highset for its courts, which is the
major theme of this paper.

Thus the perceptions of Indonesians, and the analysis of this paper coincide. We are left
to conclude that continued legal reform is a prerequisite for the return of foreign capital to
Indonesia.
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13. CREDIT RATINGS IN CHINA

WINNIE P. H. POON

1. INTRODUCTION

The total amount of outstanding corporate bonds in China is relatively low in compari-
son to other major Asian financial markets. According to PR Newswire (2003), the total
outstanding amount in China was RMB1133 billion (about US$16 billion) in 2002, which
represents about 1.3% of the country’s GDP compared to at least 10% of the respective GDP
in other Asian markets. Although the corporate bond market in China is very underdevel-
oped, its potential for growth is substantial because the market demand for bond investment
is increasing. The considerable growth potentials of the market and surging trends in cor-
porate bonds are substantiated by the research findings from the Shenzhen Stock Exchange,
China as in February 2003 (PR Newswire, 2003). The findings of this research report by
Shenzhen Stock Exchange indicate that, the demand from institutional investors could go up
to RMB94 billion (over US$11 billion). On the supply side, corporations would consider
raising RMB140 to 279 billion (about US$19.9 to 33.7 billion) from the bond market.

In addition, Thomson Financial believes that China is a potentially lucrative market with
vast unfilled funding needs (Lunsford, 2004). Until January 2004, the international rating
agencies have rated fewer than 100 Chinese firms when there are more than eight million
corporations and over 100 banks desiring capital with which to expand (Baglole, 2004;
and Lunsford, 2004). If the Chinese regulatory authorities allow foreign credit agencies
to rate their domestic bonds and open up the rating industry for more competition, then
the opportunity for credit rating business will be huge. At present, Chinese bonds that
are offered only to the domestic market do not require international credit ratings, unless
they intend to raise capital from international capital markets or to cross-list on a foreign
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stock exchange. For example, China Petroleum & Chemical Corp. and Huaneng Power
International Inc., which are listed on the New York Stock Exchange, have requested credit
ratings from Standard and Poor’s Ratings Services (one of the four “Nationally Recognized
Statistical Ratings Organizations” (NRSROs) in the U.S.). Moreover, none of the foreign
credit ratings are officially recognized by the regulatory bodies in China.

The World Bank has recommended that China develop a sophisticated bond market to
make use of its large amount of private funds and reduce its dependence on infrastructure
projects in the State budget (China Daily, 1998b). Rating agencies perform an important
role in the development of bond markets. One of the major problems that has hindered the
growth of the Chinese bond market is the absence of “authentic” issuer ratings on bonds
(China Daily, 1998a). There seems to be a general consensus among Chinese practitioners
about the growing need for “authentic” credit ratings for issuers in China’s rating industry
(China Daily, 1998b).

Kennedy (2003) believes that the domestic credit rating agencies in China have not had
any effect on the decisions of investors of Chinese corporate bonds, and he attributes that
to Chinese government control of the corporate bond market. Investors do not seem to
pay attention to their ratings, and even an AAA rating is of little value to some speculators
(Kennedy, 2003). Some investors may ask whether or not a bond issue is guaranteed by the
government or not, but are not concerned about its credit rating. If most investors fail to take
credit ratings seriously, the development of the rating industry will be slow or even impeded
(China Daily, 1998b).

The main purpose of this paper to present an in-depth study of the credit ratings in China
because they are very crucial to the potentially lucrative, but underdeveloped, Chinese bond
market. Section 2 provides the regulatory framework for the bond market and the credit
rating industry in China. Their recent developments are reviewed in Section 3. Section 4
describes the major domestic rating agencies, and Section 5 contrasts the long-term issuer
ratings that are assigned by local and international rating agencies. The significant issues of
the credit ratings in China are discussed in Section 6. The conclusions and recommendations
are given in Section 7.

2. REGULATORY FRAMEWORK

The regulatory framework for the bond market and the credit rating industry in China are
described in this section. Figure 1, which is based on EIU (2003), provides an overview
of China’s financial system. In addition, Standard and Poor’s (2003) provides a thorough
discussion of China’s market infrastructure, legal infrastructure, regulatory framework, and
informational infrastructure in its country governance study of China. The State Council
has ultimate and overruling authority over all regulatory bodies in the financial sector. The
National Development and Reform Commission (NDRC), which is supervised by the State
Council, is responsible for the research into and overseas implementation of nationwide
strategic planning. Companies that raise capital from domestic or overseas financial markets
must obtain approval from the NDRC (S&P’s, 2003).

Since 1983, the People’s Bank of China (PBOC), the central bank, has served dual roles
as the regulator of the financial industry, especially the banking regulator, and the manager
of monetary policy. The State Council set up the China Banking Regulatory Commission
(CBRC) in March 2003 following a decision by the National People’s Congress standing
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Figure 1. An Overview of China’s Financial System

Note: This figure is based on “China’s Financial System, 2003–4” in China Hand by the Economist Intelligence
Unit, The Economist (EIU), 2003.

committee. The CBRC was established to transfer bank supervisory functions and regulatory
responsibilities from the PBOC to the CBRC so that the PBOC would be able to formulate
and implement monetary policy more efficiently (EIU, 2003; and S&P, 2003). Before passing
the Securities Law in 1998, which defines the role of the China Securities Regulatory
Commission (CSRC) as the sole securities regulator, the supervisory responsibilities for
China’s capital markets were spilt between the PBOC and the CSRC (EIU, 2003).

Since 1984, domestic enterprises have been allowed to issue bonds with the approval of the
PBOC (Kennedy, 2004). Credit ratings in China began in 1987 (Harrison, 2003), when the
State Council issued the “Temporary Regulations on the Management of Corporate Bonds”.
This prompted provincial branches of the PBOC to create credit rating departments. These
departments then evolved into independent credit rating firms and other rating agencies
emerged in following years (Kennedy, 2003 and 2004). The temporary regulations were
effective until the release of the “Regulations on the Management of Corporate Bonds”
(or the “Corporate Bond Regulations”) on August 2, 1993 (State Council, 1993). One of
these regulations specified that enterprises could obtain credit ratings from accredited credit
agencies when they issued corporate bonds2, but it did not indicate the names of any agencies.
Since 1994, the PBOC has promulgated regulations stipulating that listed bond issuers and
bank loans borrowers must obtain credit ratings (China Daily, 1998a).

On December 16, 1997, in an attempt to keep the rating industry in order, the PBOC
announced that all corporate bond issuers must obtain credit ratings from PBOC-approved
rating agencies before their issues (PBOC, 1997; and Kennedy, 2003). The PBOC would
only recognize corporate bond ratings that were conducted by the rating agencies approved
by its headquarters. It then gave licenses to nine nationally-recognized credit rating agencies3,
including China Chengxin Credit Management Co., Ltd. (CCX), Dagong Global Credit
Rating Co., Ltd. (Dagong), and Shanghai Far East Credit Rating Co., Ltd. (SFE), to rate
corporate bonds. It would not accept any corporate bond ratings performed by other agen-
cies. These accredited agencies could engage in corporate rating business across the nation
(PBOC, 1997). However, some of these agencies were criticized for not be able to establish
their own credibility (Harrison, 2003).
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After massive defaults and the Asian financial crisis, the regulatory authorities became more
cautious and determined to place more restrictions on the bond market. From late 1999,
all corporate bond issuers had to receive approval from the NDRC and final authorization
from the State Council (Kennedy, 2003). The PBOC would then determine the interest
rates on the approved bond issues, subject to the interest rate ceiling imposed by the State
Council. That is, it could not be more than forty percent above the savings deposit rate for
the same maturity (Harrison, 2003; Kennedy, 2003; and Hong Kong Securities, 2004). To
reduce default risk, issuers were required to have guarantors for their bond issuers. Lastly, if
issuers intended to list their bonds on the Shanghai or Shenzhen Stock Exchange, they were
required to obtain approval from the CSRC. Interestingly, bond issues were to be rated after,
and not before, they were approved by the NDRC and the State Council (Kennedy, 2003).
This suggests that bond ratings do not seem to have any influence on the likelihood of the
NDRC and the State Council approving the issue.

In June 2003, the China Insurance Regulatory Commission (CIRC) announced that
insurance companies could only invest in corporate bonds rated AA or above by approved
credit rating agencies, which were CCXI, Dagong, SFE, and China Lianhe Credit Rating
Co., Ltd. (Lianhe) (Kennedy, 2003). Since October 8, 2003, domestic securities companies
have been permitted to issue corporate bonds to the general public through listing on a stock
exchange or to qualified institutional investors through private placement. In accordance
with the “Tentative Procedures for the Administration of Securities Company Bonds” given
out in August 2003 by the CSRC, a securities firm is required to have minimum audited
net assets of RMB1 billion (over US$120 million) and profits in the previous year to qualify
as a bond issuer. The size of its issue must be at least RMB500 million (over US$60 million)
(EIU, 2003).

Recently, the CSRC prepared a draft on “Measure on Regulating the Securities Credit
Rating Business”. This demonstrates an effort to formalize the accreditation process for credit
rating agencies, and to accredit those agencies with more standard criteria on minimum
asset requirements, rating experience, rating system, and prohibited activities, etc. (Kennedy,
2003). The final version of this regulation is not yet available to the public.

3. RECENT DEVELOPMENTS

The recent developments in the bond market and the credit rating industry in China are
presented below.

3.1. Bond Market

China’s bond market is relatively small and underdeveloped compared to its equity market,
and it remains in the infancy stage. Corporate bonds have been a small percentage of China’s
financial assets (Kennedy, 2004). Unlike in the U.S. bond market, individual investors, instead
of institutional investors, dominate the investor base for the China’s bond market (S&P’s,
2003). For example, retail investors hold about 60% of treasury bonds (EIU, 2003). There
are three major kinds of bonds traded in China’s bond market—treasury bonds, policy bonds
(also called policy financial bonds or financial bonds), and corporate bonds (also called
enterprise bonds). According to S&P’s (2003), in 2002, 63% of the total bond issues were
treasury bonds, 33% were policy bonds, and 4% were corporate bonds. Based on Harrison
(2003), Table 1 and Figure 2 display the amount and classification of bond issues in China
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Table 1. Bond Issues in China from 1997 to 2001 (in US$ Billion)

Treasury Policy Corporate Annual
Year Bonds Bonds Bonds Total Percentage Change

1997 29.13 17.29 3.08 49.5
(59%)∗ (35%) (6%)

1998 46 23.55 1.79 71.34 44%
(64%)∗ (33%) (3%)

1999 48.49 21.75 1.91 72.15 1%
(67%)∗ (30%) (3%)

2000 56.24 19.87 1 77.11 7%
(73%)∗ (26%) (1%)

2001 58.99 31.28 1.78 92.05 19%
(64%)∗ (34%) (2%)

Note:

1. The data of bond issues are based on Harrison (2003).
2. Percentage of each year is in parenthesis.
3. ∗ indicates the highest percentage in each year.
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Figure 2. Classification of Bond Issues in China During the period 1997 to 2001 (in US Billion)

Note: This figure is based on Harrison (2003).

from the period 1997 to 2001. Consistent with the statistics from S&P’s (2003), treasury
bonds contribute the highest percentage of total issues, while corporate bonds share only an
insignificant percentage in China’s bond market over recent years. The EIU (2003) argues
that the limited corporate issues are the consequence of a deliberate policy of transferring
investor savings to treasury instruments rather than corporate bonds.
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Policy bonds occupied about one-third of the market from 1997 to 2002. They are called
“policy bonds” because they are issued by the three policy banks in China: the China
Development Bank, the Agricultural Development Bank of China, and the Export-Import
Bank of China (ChinaBond, 2004). These banks were established in 1994 to channel funds
from the government to the state sectors, and to carry out projects assigned by the NDRC
and other central government bodies (EIU, 2003). Most of their funding is raised by bond
issues. Examining the annual percentage change, there is an upward trend in the overall bond
issues, which is mainly caused by the expansion in the treasury bond sector.

As of June 2004, only local companies had been allowed to issue bonds in China. It is
expected that foreign companies will have the opportunity to issue bonds in the coming years
(Hong Kong Securities, 2004). With reference to Harrison (2003), a Chinese company can
issue bearer or registered bonds if it meets the following conditions.

� For a company that it can limit by shares, it should have at least RMB30 million (about
US$3.6 million) of net assets. For a limited liability company, the minimum net assets are
RMB60 million (about US$7.2 million).

� The total amount of the bonds does not exceed 40 percent of the company’s net assets.
� The average profits that can be distributed over the previous three years are sufficient to

pay one year’s interest on the bonds.
� The funds are utilized in a way that is consistent with state industrial policy.
� The interest rate on the bonds does not exceed 140 percent of the savings deposit rate for

the same maturity.

Limited improvement has been made in the development of a secondary debt market (EIU,
2003). Although foreign banks that are licensed for renminbi trading have been allowed to
participate in trading bonds in the interbank market since October 1998, in general, domestic
bonds are not available to foreigners (EIU, 2003).

3.2. Credit Rating Industry

As mentioned in the previous section, credit ratings began in China in 1987 (Harrison,
1987). There are about 20 domestic rating agencies in China, but most of them are small and
lack advanced technology (China Daily, 1998b). They attempt to seek expertise and employ
the rating methodologies of international credit rating agencies (Kennedy, 2003). The major
credit rating agencies in China are described in the next section.

In addition to local rating agencies, the top three international rating agencies, Moody’s
Investors Service (Moody’s), Standard and Poor’s Ratings Services (S&P’s), and Fitch Ratings
Ltd. (Fitch) have approached the nascent credit rating industry in China in their own ways
in recent years. Fitch formed a joint venture with CCX in 1999 and divested its 30% share
in 2004. Moody’s signed a two-phase co-operative agreement with Dagong in 1999. On
February 12, 2003, to prepare for further development or independent credit research work
in China, Moody’s set up Beijing Moody’s Venture Information Technology Service Ltd.
(BMVITS) in Beijing (SinoCast, 2003). Standard and Poor’s has been active in assigning both
interactive ratings (solicited ratings) and pi4 ratings (unsolicited ratings) to the major Chinese
banks and the Chinese companies listed on international stock exchanges such as the New
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York Stock Exchange (NYSE), the London Stock Exchange (LSE), and the Stock Exchange
of Hong Kong Limited (SEHK).

Some analysts or institutional investors cast doubt on the creditability of rating work in
China per se because they fear that the domestic accounting standards5, emergent regulations,
poor corporate governance, government intervention and lack of transparency reduce the
reliability of rating results (Baglole, 2004). They believe that the rating work in China is not
very useful if it is based on possibly inaccurate information. Therefore, they are unwilling
to value the credit rating work in China, and in particular, they give little credence to the
work of domestic rating agencies (Baglole, 2004).

4. MAJOR CREDIT RATING AGENCIES IN CHINA

The major players in China’s domestic corporate bond business are Shanghai Far East Credit
Rating Co., Ltd., China Chengxin International Credit Rating Co., Ltd., Dagong Global
Credit Rating Co., Ltd., and China Lianhe Credit Rating Co., Ltd. (Kennedy, 2003).
Kennedy (2003 and 2004) provides interesting discussions on the role of China’s credit rating
agencies. A concise description of these four agencies and the newly established Xinhua
Financial Network are presented in the following.

4.1. Shanghai Far East Credit Rating Co., Ltd. (SFE)

Shanghai Far East Credit Rating Co., Ltd. was founded in March 1988. The major share-
holders of SFE are the Shanghai Academy of Social Sciences and Shanghai Huyin Financial
Information Consultation Center. The company has more than 50 staff members consisting
of academics, accountants, and economists. It has several functional departments including
the Credit Rating Department, the Securities Rating Department, and the Project Assess-
ment Department, etc. SFE obtained permission from the PBOC to rate domestic corporate
bonds in 1997. In addition, the Shanghai Branch of the PBOC has granted SFE the qual-
ification to rate enterprises that apply for bank loans by issuing loan certificates to them
(these are known as “bank loan certificate ratings”). As of July 2004, it had rated 1,104
enterprises that issue long-term or short-term bonds, and has issued approximately 2,000
loan certificate ratings. The Xinhua Financial Network of Xinhua Finance in Hong Kong
and SFE formed a strategic alliance called “XFN-Far East China Credit Rating” (XFN-Far
East) to conduct credit rating analyses in 2002. They assign issuer ratings to listed companies
in China and Hong Kong based on publicly available information. Similar to S&P’s, they
label these unsolicited ratings as “PI” ratings (SFE, 2004). In December 2003 SFE became
the first Chinese member of the Association of Credit Rating Agencies in Asia6 (ACRAA)
(XFN, 2004).

4.2. Xinhua Financial Network (XFN) of Xinhua Finance

Xinhua Finance was incorporated in November 1999 and is headquartered in Hong Kong. Its
worldwide offices with more than 280 employees, are located in major cities such as Beijing,
Tokyo, New York, Chicago, and London. Xinhua Finance provides financial services through
its 12 international offices and 19 regional news bureaus around the globe. Through its four
core divisions—indices, financial news, ratings, and investor relations—it aims to become
an internationally recognized source of information and data on the Chinese markets. To
provide China’s financial information for institutional investors, and to transmit financial data
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to the rest of the world in a manner that is similar to Bloomberg in the West, the Xinhua
Financial Network (XFN) was founded in 2000 (The Economist, 2003; and Flannery 2004).
The Xinhau News Agency (Xinhua), the official news agency in China, owns 20% of XFN
(Flannery, 2004). As mentioned above, XFN joined with SFE to form XFN-Far East, which
gives issuer credit ratings to listed companies. As of May 2004, XFN-Far East had rated more
than 170 Chinese companies listed on the Shanghai Stock Exchange and the Shenzhen Stock
Exchange in China, the Stock Exchange of Hong Kong, the New York Stock Exchange,
and the Singapore Stock Exchange, etc. Xinhua-Far East strives to adopt international rating
standards to assign issuer ratings based on its unique knowledge of the Chinese market (XFN,
2004).

4.3. China Chengxin Credit Management Co., Ltd. (CCX) and China Chengxin

International Credit Rating Co., Ltd. (CCXI)

Both China Chengxin Credit Management Co., Ltd. and China Chengxin International
Credit Rating Co., Ltd. (CCXI) are based in Beijing. China Chengxin Securities Rating
Co., Ltd. was established on October 8, 1992 and was approved by the PBOC to conduct
businesses in credit rating, investment advisory, and information services. It was renamed
as China Chengxin Credit Management Co., Ltd. (CCX) in 2002. In the credit rating
business, CCX issues ratings on loan certificates, financial institutions, corporate bonds, and
investment funds, etc. (CCX, 2004).

To improve its existing rating technique and adopt the latest international rating method-
ology, CCX set up CCXI, the first Sino-foreign credit rating agency, with Fitch on August
24, 1999 with the approval of the PBOC and the Ministry of Foreign Trade and Economic
Corporation (CCXI, 2004). However, on July 19, 2004, Fitch announced that it had divested
its 30% interest in CCXI to align with its global strategy of securing majority control over
its overseas subsidiaries. Fitch’s Beijing Representative Office is now responsible for its rating
activities in China (Fitch, 2004).

4.4. Dagong Global Credit Rating Co., Ltd. (Dagong)

Dagong Global Credit Rating Co., Ltd. was initiated in 1989 and registered in Beijing in
1994 with the State Administration of Industry and Commerce under the approval of China
State Economic and Trade Commission and the PBOC (Dagong, 2004; and Moody’s, 1999).
It has branches in major cities in China including Shanghai, Shenzhen, Xian, and Jilin. In
addition to offering information and consulting services to various industries, Dagong is one
of the major providers of credit ratings on corporate bonds, convertible bonds, insurance
companies, and asset-backed securities, etc (Dagong, 2004). In anticipation of the emerging
debt market in China, Moody’s signed a co-operative agreement with Dagong on July 30,
1999 to meet the growing demand for education and training in credit analysis (Moody’s,
1999; and Xinhua, 1999). Dagong expected that the co-operation would help to bridge the
gap in rating standards between China and other countries. Two phases of co-operation were
planned in the agreement (Xinhua, 1999). First, Dagong and Moody’s would jointly develop
a rating system customized for China’s domestic capital markets. Moody’s would provide
Dagong with technical assistance in credit analysis, credit research, and credit training, but it
would not be engaged in the rating of any specific project with Dagong (Moody’s, 1999; and
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Xinhua, 1999). Second, the companies would form a joint venture when their co-operation
became more mature (Moody’s, 1999; and Xinhua, 1999).

4.5. China Lianhe Credit Rating Co., Ltd. (Lianhe)

In 1997, China Lianhe Credit Rating Co., Ltd (Lianhe) obtained approval from the PBOC
to rate domestic corporate bonds. Lianhe is based in Beijing and has branches across the
country. It has more than 100 credit analysts and academics from Beijing University working
on credit research and analysis. Lianhe is also accredited by the NDRC and the CIRC to
rate corporate bonds. It has significant market shares of the corporate bond and convertible
bond markets (Lianhe, 2004).

5. COMPARISON OF RATINGS

Local rating agencies in China have been criticized for not being completely independent
(China Daily, 2001). Kennedy (2003) casts doubt on the competence and objectivity of
analyses of these domestic agencies. His concerns are whether domestic agencies are under
pressure from issuers (and potentially the issuers’ government supporters) to issue higher
ratings than are deserved, and whether these agencies have given out AAA ratings indiscrim-
inately because they are desperate for business.

This section compares the local and international rating agencies. Table 2 shows their
rating scales for long-term issuer ratings. Table 3 presents the comparison of long-term
issuer ratings on a sample of Chinese banks and listed companies assigned by two local credit
agencies (CCXI and Xinhua-Far East), and the three major international credit agencies
(S&P’s, Moody’s, and Fitch).

The 14 banks and five listed companies are used because they were rated by both local
and international rating agencies. As previously mentioned, Chinese issuers do not need
international credit ratings unless they want to raise capital from international capital markets
or to cross-list on a foreign stock exchange. For example, two of the listed companies in
Table 3, China Petroleum & Chemical Corp. and Huaneng Power International Inc., sought

Table 2. Long-Term Issuer Ratings

Rating Agency Highest Grade Lowest Grade

Standard & Poor’s AAA AA A BBB BB B CCC CC SD, D
Moody’s Aaa Aa A Baa Ba B Caa Ca C
Fitch AAA AA A BBB BB B CCC CC, C DDD, DD, D
Xinhua-Far East AAA AA A BBB BB B CCC CC C
CCXI AAA AA A BBB BB B CCC CC, C D

Sources:

China Chengxin International Credit Rating Co., Ltd. (CCXI), retrieved from http://www.ccxi.com.cn/pdf/ccxi/2004bank.pdf, July
31, 2004.

Fitch Ratings Ltd. (Fitch), International Long-Term Credit Ratings, retrieved from http://www.fitchratings.com/corporate/
fitchResources.cfm?detail=1&rd file=ltr, July 31, 2004.

Moody’s Investors Service (Moody’s), Moody’s Rating Symbols & Definitions, retrieved from http://www.moodys.com/moodys/
cust/displaySummary.asp?busLineId=800000000084&document id=2002000000426899, July 31, 2004.

Standard and Poor’s Ratings Services (S&P’s), S&P Long-Term Issuer Credit Ratings Definitions, retrieved from http://www2. stan-
dardandpoors.com/NASApp/cs/ContentServer?pagename=sp/sp article/ArticleTemplate&c=sp article&cid=1021558138770, July 31,
2004.

Xinhua Far East China Ratings (Xinhua-Far East), retrieved from http://www.xfnn.com/dl/Rating Methodology.pdf, July 31, 2004.
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Table 3. Long-Term Issuer Ratings of Chinese Banks and Listed Companies

Standard & Poor’s Rating

Issuer Industry
Local
Rating Rating Currency

Moody’s
Rating

Fitch
Rating

Banks By CCXI
1. Agricultural Bank of China Banks AAA BB(pi) Local A2 -
2. Bank of China Banks AAA BBB− Foreign A2 BBB+
3. Bank of Communications Banks AA BB Foreign Baa2 -
4. China Construction Bank Banks AAA BBB− Foreign A2 -
5. China Development Bank Banks AAA BBB+ Local/Foreign A2 A−
6. China Everbright Bank Co.

Ltd.
Banks BBB+ B(pi) Local Ba1 -

7. China Merchants Bank Co.
Ltd.

Banks AA BB(pi) Local Ba1 -

8. China Minsheng Banking
Corp. Ltd.

Banks A+ B(pi) Local - -

9. CITIC Industrial Bank Banks A - - Baa3 -
10. Guangdong Development

Bank Co. Ltd.
Banks BB+ CCC(pi) Local B1 -

11. Hua Xia Bank Co. Ltd. Banks A− B(pi) Local - -
12. Industrial & Commercial

Bank of China
Banks AAA BB+ Foreign A2 BBB+

13. Shanghai Pudong
Development Bank Co.
Ltd.

Banks AA− BB(pi) Local Ba1 -

14. Shenzhen Development
Bank Co. Ltd.

Banks BBB+ B(pi) Local Ba3 -

Listed companies of various By Xinhua-
industries Far East
15. Baoshan Iron & Steel Co.

Ltd.viii
Material AA−(pi) BBB Foreign - -

16. China Mobile (HK) Ltd.ix Telecommu- AA+(pi) BBB+ Local/Foreign A3 A−

nications
17. China Petroleum &

Chemical Corp.c
Energy AA+(pi) BBB Foreign - -

18. CNOOC Ltd.b Energy AAA(pi) BBB+ Local/Foreign A2 BBB+
19. Huaneng Power

International Inc.d
Utilities AAA(pi) BBB+ Local/Foreign - BBB+

Sources:

China Chengxin International Credit Rating Co., Ltd. (CCXI), retrieved from http://www.ccxi.com.cn/pdf/ccxi/2004bank.pdf, July
31, 2004.

Fitch Ratings Ltd. (Fitch), retrieved from http://www.fitchratings.com/, July 31, 2004
Moody’s Investors Service (Moody’s), retrieved from http://www.moodys.com/cust/default.asp, July 31, 2004.
Standard and Poor’s Ratings Services (S&P’s), retrieved from http://www2.standardandpoors.com, July 31, 2004.
Xinhua Far East China Ratings (Xinhua-Far East), retrieved from http://www.xfnn.com/dl/Ratings Results.pdf, July 31, 2004.

credit ratings from S&P’s because they cross-list on the NYSE, LSE and/or SEHK in addition
to listing on the Shanghai Stock Exchange. Interestingly, both of them receive just the cutoff
point of investment-grade ratings, that is, BBB and BBB+ ratings from S&P’s and Fitch. In
contrast, Xinhua-Far East gives these listed companies their top ratings of AA+ and AAA.
Table 2 indicates the scales of long-term issuer ratings of both local and international rating
agencies, and they are very similar. The notations used by Xinhua-Far East and CCXI are
almost the same as those used by S&P’s and Fitch.
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Referring to Figure 1, which is based on EIU (2003), the PBOC and the newly established
CBRC are the dual regulators of China’s banking industry. Under the administration and
regulation of the PBOC and the CBRC, there are three policy banks, four state-owned
commercial banks (the Big Four), ten smaller second-tier commercial banks, one privately
owned bank7, more than 70 foreign and joint-venture banks, and various investment banks
(EIU, 2003).

Referring to Table 3, CCXI gave its top rating “AAA” to the China Development Bank
(one of three policy banks) and the Big Four: the Agriculture Bank of China, the Bank of
China, the China Construction Bank, and the Industrial and Commercial Bank of China. In
contrast, S&P’s assigned BBB and speculative-grade ratings to these five banks, and Moody’s
offered A2 ratings. Fitch gave A− and BBB+ to the policy bank and two of the Big Four
banks, respectively. The Guangdong Development Bank Co. Ltd. is the only bank that
received a speculative-grade rating from the local rating agency. All of the other banks in
the sample obtained investment-grade ratings from CCXI. In contrast, excluding the policy
bank and the Big Four, the rest of the banks obtained speculative-grade ratings from S&P’s,
and Baa or below ratings from Moody’s. In sum, the local ratings on the sample issuers appear
to be significantly higher than the international ratings even though the rating scales of the
local and international agencies are similar.

6. SIGNIFICANT ISSUES

Based on the review and discussions in the previous sections, the problems with credit ratings
in China that are discussed next are the main reasons why both domestic investors and
international analysts give little weight to the credit ratings assigned by China’s credit rating
agencies. In addition, the regulatory environment can be more supportive and provides more
coordination and standardization of regulations among regulatory bodies. These significant
issues are elaborated and discussed below.

6.1. Credibility, Objectivity and Independence

Credit agencies in China have been criticized for not being completely independent and
not being able to establish their own credibility (China Daily, 2001; and Harrison, 2003).
Some analysts and institutional investors cast doubt on the creditability and objectivity of
rating work in China and they give little credence to the credit ratings given by domestic
rating agencies (Harrison, 2003; Kennedy, 2003; and Baglole, 2004). S&P’s (2003) states that,
“although there are over a dozen local credit rating agencies with the number constantly increasing, none
of them has been able to establish a recognized domestic benchmarking standard”.

6.2. Indicator of Default Risk

Individual investors in China may be confused with the concept of credit spread because
they have difficulties in relating default risk, credit spread, and credit ratings. For instance,
examining the domestic corporate bond issues from January 2001 to August 2003, Kennedy
(2003) demonstrates that the credit spreads of AAA bonds with similar maturities vary widely,
and that the credit spreads of long-term bonds are not significantly higher than those of
short-term bonds. It appears that China’s credit ratings do not accurately represent the level
of default risk of bonds for setting interest rates or prices, and are unable to lessen the
information asymmetry between bond investors and issuers.
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6.3. Supportive Regulatory Environment

The regulatory environment for the bond and credit rating markets can be more encouraging
and supportive. For example, regardless of the level of default risk, there is a ceiling imposed
by the State Council on the interest rate of a corporate bond: that is, it cannot be more
than forty percent above the savings deposit rate for the same maturity (Harrison, 2003;
and Hong Kong Securities, 2004). In addition, to prevent from possible repayment defaults,
China has been very cautious in developing its bond market. In fact, the financial authorities
have imposed strict annual quotas on corporate bond issues (China Daily, 1998b). In the past
few years, the Chinese government has approved very few bond issue applications, mainly
from large, state-owned enterprises (Kennedy, 2003). Fewer corporate bond issues imply
the need for fewer bond ratings. Imposing a strict quota on annual bond issues indirectly
jeopardizes the growth of the credit rating industry.

6.4. Coordination and Standardization of Regulations Among Regulatory Bodies

The coordination and standardization of regulations among regulatory bodies under the
State Council can be improved. For example, the PBOC, CSRC, CIRC, and CBRC have
separate lists of approved credit rating agencies and their own criteria for accrediting those
agencies. Although the names of the agencies on their lists overlap, there is no single list of
nationally-recognized credit rating agencies across all regulatory bodies. In addition, insiders
like the Chief Executive Officer of China Chengxin International Credit Rating Co., Ltd.
frankly point out the key problems in the rating industry in China—“the rating system is not
standardized, the business scope is narrow, the law is outdated, the information is not available and the
results of credit ratings are not fully used” (China Daily, 2001).

7. CONCLUSIONS

Like the bond market in China, China’s credit rating industry is still in its formative stage
and has many challenges and obstacles to overcome. None of the local credit rating agencies
have been able to establish their own domestic and international credibility. The top three
global credit rating agencies, S&P’s, Moody’s and Fitch, have already approached the nascent
credit rating industry in their own ways. However, to date, domestic bonds in China do
not require international credit ratings, and regulatory bodies officially recognize no foreign
ratings. This study also indicates that local ratings on the sample issuers appear to be higher
than the international ratings, even though the rating scales of the two groups are similar.

Fewer government constraints on the bond market and the rating industry would be
helpful because the current ones may hamper growth and development. For example, the
firm interest rate ceiling and strict annual bond quota may not be necessary. The regulatory
bodies should provide more independence, encourage more objectivity, and promote the
importance of credibility to the local rating agencies. The government should provide a
more enabling and supportive regulatory framework instead of having more independent
regulatory bodies or separate sets of rules. More coordination among the regulatory bodies
under the State Council and more standardization of regulations on the rating industry are
needed. For example, a common list of nationally-recognized credit rating agencies and a
set of standardized accreditation criteria should be used by all regulatory bodies under the
State Council. They should also be announced and available to the public. In addition, to
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promote healthy competition and improve the quality of credit ratings, well-qualified and
experienced foreign credit rating agencies should not be excluded from the common list.

The government statistics should be readily available to rating agencies and the issuers
should be more transparent, especially for unsolicited ratings, because they rely heavily on
publicly available information and financial reports. After all, reliability of the underlying
data is very important. Different from most developed bond markets, individual investors
rather than institutional investors dominate the investor base in China. A credit culture
should be cultivated among these less sophisticated investors. In addition, the government
should facilitate the establishment of a larger and more diversified institutional-investor base
in using bond ratings from approved rating agencies. For example, fund managers, insurance
companies, and non-bank financial institutions should be required to invest in only highly
rated bonds, provided that the ratings are credible and there is no rating inflation.

In conclusion, to develop a well-functioning bond market in China, it will be critical
to have a well-developed, independent, and credible rating industry which will lessen the
information asymmetry between bond issuers and investors, and facilitate setting bond prices
and interest rates.

ENDNOTES

1. The currency used in China is called “Renminbi” or RMB in short. The exchange rate as at September 27,
2004 of RMB8.28/USD is used throughout this paper.

2. Although the regulation did not say that enterprises “must” obtain credit ratings, the underlying intention
was to make having a credit rating compulsory for bond issuers (Kennedy, 2004).

3. The original list of PBOC-approved credit rating agencies is in Chinese and is available from the author upon
request.

4. S&P’s rating with a “pi” subscript is based on publicly available information about the issuer. It relies upon
less comprehensive information than do solicited interactive ratings and does not indicate in-depth meetings
with an issuer’s management (S&P’s, 2004).

5. Chinese companies are not required to adopt international accounting standards unless they are listed as “B”
shares on the Shanghai and Shenzhen Stock Exchanges, which are mainly for foreign investors to purchase,
or on overseas stock exchanges, such as listing as “H” shares on the Stock Exchange of Hong Kong, Ltd. or
“N” shares on the New York Stock Exchange.

6. The Association of Credit Rating Agencies in Asia (ACRAA) was established in September 2001 with the
support of the Asian Development Bank (ADB), and attempts to promote the harmonization of rating standards
and practices in Asia (ADBI, 2004; and XFN, 2004).

7. According to the EIU (2003), China Minsheng Bank is the only private bank in China. It was established in
1995 and is mainly owned by New Hope Corp., China’s largest privately owned conglomerate.

viii. Listed on the Shanghai Stock Exchange as A share in China.
ix. Listed on the Stock Exchange of Hong Kong Limited in Hong Kong, and the New York Stock Exchange in

the United States.
c. Listed on the Shanghai Stock Exchange as A share in China, the Stock Exchange of Hong Kong Limited in

Hong Kong, the New York Stock Exchange in the United States, and the London Stock Exchange in the
United Kingdom.

d. Listed on the Shanghai Stock Exchange as A share in China, the Stock Exchange of Hong Kong Limited in
Hong Kong, and the New York Stock Exchange in the United States.

(pi). unsolicited ratings mainly based on public information. All ratings are as at July 31, 2004.
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14. FINANCE AND DEVELOPMENT: GRANGER-CAUSALITY TESTS
FOR PREWAR AND POSTWAR U.S.A., U.K., AND JAPAN

MASANORI AMANO

1. INTRODUCTION

In every country, the pursuit of determinants of growth and development has been at the
center of interests of policymakers and research workers. However, the empirical search for
the determinants of growth had been surprisingly few until the earlier work of Kormendi
and Meguire (1986) and Barro (1991) appeared. Their work and many succeeding ones try
to regress per capita income or its growth rate on monetary and fiscal conditions, investment,
and the stock of human capital, etc., of the countries in question to get close correlations
between them. Hence the name of growth regressions is used.1 In fact, after those two or
three studies were brought to the attention of economists, many papers along similar lines
mushroomed rapidly. One school of those growth regressions mentions various economic
and institutional factors that explain and ‘cause’ growth and development, not specifically
limiting themselves to the financial and monetary variables. Another school of growth regres-
sions focuses on financial variables as regressors, and considers if the growth of per capita
output was caused by the development of financial institutions (FIs) or the causal chain is the
other way around. The former causal direction is what their results suggest and conforms
to the prediction of seminal work of Gurley and Shaw (1955, 1960). They argue that the
development of FIs increases saving flow by more diverse offering of saving instruments by
FIs, raise investment volumes with enriched menus of loan packages and with risk reduction
through the economy of scale and risk-pooling, and also enhances the quality of invest-
ment by specialized screening techniques of the FIs. In other words, the development of
FIs precedes and helps the development of the real side of the economies through those
channels. I call this causal and time ordering the ‘Gurley-Shaw (GS) hypothesis’, although
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this terminology is not an established one. The previously mentioned studies use regression
analysis.

There is another group that deals with the finance-development relationship, using time
series analysis, particularly the Granger-causality concept. The work in this group is generally
thought to better suit the examination of causality but, in contrast to the regression analysis
dealing with finance-development nexus, the direction of causation they derived is not clear-
cut. In other words, time series analysts differ in their results concerning whether the GS
hypothesis holds or not.

In this chapter, I first survey the existing work that uses single-equation regression to deal
with the determinants of growth and development of many countries in general (group one),
and then the work which uses time series analysis, focusing on the existence and directions of
causality between financial development and the development of economic activity (group
two).

The next section, Section 2, is a survey of the work belonging to group one and group two
according to the criterion described above. Section 3 is our own analysis using the concept
of Granger-causality that will examine if the GS hypothesis holds in the prewar and postwar
development processes of the U.S.A., U.K., and Japan. Section 4 contains a summary and
further remarks, which is followed by descriptions of the data that are used in this chapter.2

2. REGRESSION ANALYSIS OF GROWTH AND DEVELOPMENT

The concept and phenomenon of growth and development has occupied keen interests of
many economists of the past (Reynolds 1977; Adelman 1974). In this section I review the
empirical work of growth and development, putting aside the historical approach that uses
growth accounting (Denison 1967; Abramovitz 1979). I classified the papers to be reviewed
into group one and group two. The former consists of the traditional (single-equation)
regression analysis, and includes (a) what is called ‘growth regression,’ whose explanatory
variables, monetary as well as non-monetary, range widely, and (b) the analysis that focuses
on the finance-growth nexus and the direction of causation between finance and growth.
Group two is time series analysis, which, limiting the relevant variables to a small number,
is mainly concerned with causal relationships between financial and economic development
(or growth), using Granger-causality.

2.1. Cross-Country Growth Regression (Group One)

Kormendi and Meguire (1986) is the earlier paper of growth regression (see also Wallich
1969). It is a wonder that in the postwar period the empirical work dealing with growth and
development had not been abundant until the mid-eighties, compared to its sophisticated
mathematical counterparts.

Kormendi and Meguire (1986) relate the growth rates of their sample countries (an average
rate for each country) to variables such as initial per capita income, the population growth
rate, variability of output growth, money supply growth and its variability, the growth of
government spending and of exports, and the rate of inflation. Their two results that conform
to theory and recent experiences are that higher variability of money supply reduces growth
and that higher investment-output ratio enhances the growth rate. Revine and Renelt (1992)
offer rather surprising observations, which are backed up by their careful empirical work, that
the partial correlations between the growth and investment-output ratio and between growth
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and exports-output ratio are robust, independent of other explanatory variables, while the
relationships between growth, on the one hand, and monetary variability and fiscal/monetary
policy variables, on the other, are not so; they also note that, generally, growth regression is
not so robust as to be useful for policymaking.

Barro (1991) too is regarded as an earlier seminal work. He showed, for the period
1960–1985 and for 98 countries, that the following variables help raise the growth of per
capita income: higher initial human capital, the lower initial level of per capita income
(Gerschenkron 1962), lower government spending-output ratio, higher political stability, and
smaller market distortions. In more recent work, Barro (1997) shows higher inflation tends
to lower growth, but an economy with more democratic society and/or more independent
central banking is likely to achieve higher growth.

Fischer (1991 1993) is based on the similar framework to the above papers, using data from
32 developing countries for around 1960 through 1990. He derives the conclusions, among
others, that the following conditions make for higher economic growth: stable macroeco-
nomic environments, suitable economic policy, a low rate of inflation and a small budget
deficit (both through higher capital accumulation and productivity growth), and also a small
foreign exchange markets distortion (measured by high black market exchange premiums,
through its adverse effect on capital formation).

As was noted earlier, group one (growth regression) includes a subgroup that is concerned
with whether economic development, typically measured by higher per capita income or
its higher growth, was correlated with preceding financial development. Pagano (1993) and
Levine (1997) provide useful surveys of this topic, Pagano concisely, while Levine extensively.
They develop their analytical background along the line of Gurley and Shaw (1955, 1960)
which is summarized in Section 1 of this chapter. FIs (financial institutions) can raise the
quantity and quality of financial flows of the economy through their specialized roles in
capital markets and risk pooling.

The earliest regression analyses on this line are King and Levine (1993a, 1993b). They
showed the financial development, as measured, e.g., by bank lending and deposits, was in
fact correlated with growth and development, as indexed, e.g., by per capita income growth
and technical progress. Presumably because of a criticism of Mankiw’s (1995) review on
growth regression, which implies that regression analysis after all cannot claim that statistically
significant explanatory variables are causal factors of the explained (left-hand) variable, the
subsequent work came to put more efforts in showing the causal nature of regressions. These
efforts include Rajan and Jingales (1998), Levine, Loayza, and Beck (2000), and Beck, Levine,
and Loayza (2000). To establish that financial development caused higher economic growth
and not the other way round, the first paper tries to exclude the possibilities of reverse
causality. The second paper employs the recently developed dynamic panel regression in
addition to more conventional cross-section instrumental variable techniques. The third
paper uses the same method as the second and exhibits the role of financial development not
only in causing higher per capita income but also in encouraging higher total productivity
growth. Benhabib and Spiegel (2000) went on, using similar methods to the last two papers, to
show that financial development leads to higher human capital accumulation. In view of those
papers, therefore, time series analysis, which would be more appropriate to extract causal
relationships, will have its own role in examining the causality between financial development
and the growth of total factor productivity (and also human capital accumulation).
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Levine and Zervos (1998) counters the criticisms that are often raised against the work
on the finance-development nexus, which implies that most of the work picks up indirect
finance, neglecting direct financial routes such as those through bond and equity markets,
by counting in financial flows via direct routes. However, if all the financial routes are
included, the finance-development nexus would be almost self-evident (more financial flow
leads to more rapid development and capital formation). Rather, it will be analytically more
convenient and reasonable to limit oneself to indirect financial routes, particularly for the
economies in a developing (emerging) stage, because in those economies, direct finance is in
a primitive stage and indirect routes are dominant compared to other routes (Patrick 1966).

In stark contrast to the papers reviewed above, Atje and Jovanovic (1993), using analytical
frameworks of Greenwood and Jovanovic (1993) and Mankiw, Romer, and Weil (1992), and
based on the OLS, show that stock market development, but not banking development, is
significantly related to the per capita income level and its growth rate. This result is surprising
and at variance with the vast literature on the finance-development nexus. Their empirical
results seem worth taking note but may have something to do with the rather weak robustness
property of growth regression in general (Levine and Renelt 1992).

My viewpoint of growth regression is that it is not a strong guide for detecting the
causality from one of indexes of financial development to one of indexes measuring economic
development, even after controlling for the multiplicity of distinctness of the economies in
question. To end this section I would like to cite the following sentences from Mankiw’s
(1995) extensive review on growth regressions:

‘Policymakers who want to promote growth would not go far wrong ignoring most of
the vast literature reporting growth regressions (p. 308).’ ‘Relying on estimates from cross-
country regressions (· · ·) will likely lead to haphazard policy, which is surely worse than no
policy at all (p. 309).’

2.2. Finance and Development: Views from Time Series Analysis

This section deals with the work using time series analysis (TSA), particularly Granger-
causality, for detecting causal connections between financial development and higher income
(or higher growth). ‘Granger-causality’ seems to be too specific (narrow) to call it TSA, but
actually it is almost all that has been used for analyzing causality within TSA.

Jung (1986) is probably the first paper (at least one of the first ones) of the field. He
chooses 56 countries of which 19 are developed countries, and uses M1 money multipliers
(M1/base money) and the Marshallian k2 (M2/nominal GDP) as financial development
indicators. The economic development indicators are per capita real GDP or its growth
rate. Conducting the Granger-causality tests, which are a variant of the F test, he shows
that the case in which financial development causally leads economic development is more
often than the other way round, and, as a result, the GS hypothesis is moderately supported.
Patrick (1966) calls the above first causal order ‘the supply-leading pattern,’ while the second
causal order (i.e. the reverse order) ‘the demand-leading pattern.’3 Patrick suggests that in the
early stage of development, ‘the supply-leading pattern typically prevails, while in the later
stage, ‘the demand-leading pattern’ is dominant. Jung calls Patrick’s observation ‘Patrick’s
hypothesis,’ and maintains that his Granger-causality tests suggest Patrick’s hypothesis holds
in a mild form. His tests for Patrick’s hypothesis consist of showing that, in developing
countries, the supply-leading pattern is observed more often, while in developed countries,
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the opposite pattern is observed in more times; in other words, his tests are not conducted
for two periods of the same countries. Hence his conclusion, which is actually based on
weak evidence, should be viewed with some reservation. In the next section I will test for
Patrick’s hypothesis as well as the GS hypothesis for two periods of the same length in the
economic development of the U.S.A., U.K., and Japan.

Wachtel and Rousseau (1995) and Rousseau and Wachtel (1998) stand out among similar
work in showing that the GS hypothesis holds with statistically significant manner. The
former deals with longer time periods (about 80 years vs. 60 years) while the latter covers
more countries (the former includes the U.S., U.K., and Canada; the latter adds Norway and
Sweden). In both papers they showed in terms of Granger causality that the GS hypothesis
is relevant, and rejected the opposite causal order which was supported by J. Robinson
(1952) and Lucas (1988) (the ‘Robinson-Lucas hypothesis’). One reason for them to have
been able to show the hypothesis in a definite way may be that they classify the financial
institutions finely, such as commercial banks, deposit banks, insurance companies, credit
cooperatives, pension funds, etc., and then compile asset values for each or the subset of the
above classification to use as financial development indicators.

Demetriades and Hussein (1996) and Neusser and Kugler (1998) share a common feature
that both papers show that the GS hypothesis does not hold in a clear way. The former
uses growth rates of financial and development indexes, as Rousseau and Wachtel (1998) do.
Generally, taking growth rates leads to some loss of information possessed by level variables
(Hafer and Kutan 1997). However, this procedure would not be the reason for the ambiguity
of their results (cf. Roussau and Wachtel 1998). It might be due to their small sample size
(38 years on average) or the data quality. In any case, it will be an intriguing subject for
further inquiry. Neusser and Kugler (1998) choose OECD 13 countries for 1960 through
1990. Their financial development index is FIs’ GDP (value added), while the economic
development index is manufacturing industry’s GDP or total factor productivity.

Both papers (one by Demetriades et al. and another by Neusser et al.) make a sharp contrast
to Rousseau and Wachtel’s because the former’s Granger causality tests show, depending on
the countries, either the GS hypothesis holds or the Robinson-Lucas hypothesis holds, or
the causation is bidirectional.

Regarding the different statistical results of the various papers in this group, one can note,
among them, differences in the choice of indexes of financial and economic development,
choice of countries examined, choice of time periods, and the degrees of (dis)aggregation of
FIs. It may be safe at this point to note that, as far as TSA (Granger-causality) is concerned,
the challenge has just been started and, therefore, only a small part of facts has been brought
to light so far. In view of the majority of opinions that TSA is a more suitable tool for
examining causality, one may have to be content to confirm the need for further efforts to
make appropriate choices concerning the items mentioned above.

In the next section, I apply Granger-causality tests for two periods before and after World
War II of the U.S.A., U.K., and Japan to see if the GS hypothesis holds, hence if Patrick’s
hypothesis holds for the two periods as a whole.

3. FINANCE AND DEVELOPMENT: CAUSALITY IN THE U.S.A., U.K., AND JAPAN

I choose two periods for each country. Those are 1874–1920 and 1953–1999 for the U.S.A.
and U.K., while 1894–1940 and 1954–2000 for Japan. The number of years included is 47
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in each period. The choice of periods is a result of a compromise between some histori-
cal consideration and data availability. Although the former two countries started ‘modern
economic growth’, around 1840 in the U.S.A. and 1775 in the U.K. according to Kuznets
(1971), it is only after 1870 that (qualitatively reliable) financial data are available (until now
for the author). I also excluded the period 1921–1952 because the normal economic activity
was sizably marred by post World War I recession and the Great Depression in the first two
countries. For Japan I excluded the war period and postwar reconstruction period, when its
economy was taken far off the normal track.4

As the financial development indicators, I will use deposits of commercial banks (bdyi ),
claims of commercial banks on private sectors (bcyi, excluding the banks’ security holdings,
but including bill discountings), the money multiplier for money supply M2 (n2i = M2/ base
money of each country), and Marshallian k2 (k2i = M2/nominal GDP of each country),
where the first two variables are divided by nominal GDP to normalize the numerators
by market size. Letter i attached to each variable is a country index: i = a for the U.S.A.,
i = b for the U.K., and i = j for Japan. As an index measuring economic development,
I use per capita real GDP, qpoi. All variables are the levels and are not growth rates or
differences.6 The VAR (vector autoregression) system I consider has variables qpoi, one of
financial development index, and base money/nominal GDP ratio (bmyi ). The last variable
is included to equip the system with the basic monetary trend (force) (see Rousseau and
Wachtel 1998; the data used and their sources are described in an appendix). In deriving the
optimal lag number of the VAR, the SBIC or the AIC criterion was not useful, because they
decrease monotonically as the lag number increases. Hence I use the lag number which is
designated by Engle-Granger (tau) cointegration tests.5 It turned out to be 3. Also, I omit a
constant and a time trend in our three-variable VAR. They are not needed in cointegration
tests, and our VAR yields essentially similar results on the causality to the case where a
constant and a trend are present. The first equation of our VAR system then is written as

qpoit =
3∑

k=1

akqpoit−k +
3∑

k=1

bkxit−k +
3∑

k=3

c kbmyit−k (1)

where xi is one of the financial development indexes of country i (i = a , b , j ). ak , bk, and
c k are constants to be estimated.

Before conducting the causality tests, it is in order to examine if the three variables
has a cointegrating relationship. It is a long-run equilibrium relationship; only when this
relationship obtains in the long-run, have the causality tests their meaning. If the three
variables have a cointegrating relation, when one of them is regressed on the other two, the
regression residual (i.e. the estimated error term) follows a stationary process (see, e.g., Enders
1995). But before checking it, I describe the Granger-causality test in outline. Applying the
OLS to the above equation for a single period in one of the three countries, one derives
the unrestricted sum of squared residuals, S1. Then, dropping the second term in (1) and
applying the OLS again, one obtains the restricted sum of squared residuals S0. The F value
for this case is

F = (S0 − S1)
/

p

S1
/

(T − m · p )
, (2)
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where p is the number of equations in the null hypothesis, m is the number of variables
in the VAR, and T is the observation number. F in (2) follows the F distribution of
degrees of freedom (p , T − m · p ), under the null hypothesis b1 = b2 = b3 = 0. In our case
p = m = 3, and T = 47. If the null is not rejected, the financial index is judged not to have
caused the variation in per capita output.

I first take the financial indicator xi = bdya for the former period of the U.S.A., 1874
through 1920. As for the Engle-Granger cointegration test, I only list the p value for the
null hypothesis that the three variables have a cointegrating vector, which in this first case is
p = 0.60. The p value indicates the probability of committing an error if one rejects the
null hypothesis. Hence one can safely judge the three variables have a cointegrating (stable
long-run equilibrium) relationship. The two sums of squared residuals are S1 = 3167E-4
and S0 = 3823E-4. Here, one has the p = m = 3 and T − m · p = 38. Let us note that
the critical value of F (3, 38) is 2.86 at the 5% point, and 4.35 at the 1% point. From (2)
one obtains F = 2.62, which is smaller than the 5% critical level, so that the null cannot be
rejected at this level. The p value corresponding to F = 2.62 turns out to be p = 0.06. It is
the probability of committing an error when one rejects the null hypothesis. Hence, in this
case the null is quite close to being rejected.

The U.S.’s causality tests for the two periods and for four kinds of financial development
indicators are summarized in the upper part of Table 1. Recall that the latter period extends
from 1954 to 1970, consisting of 47 years. All the three-variable groups have a cointegrating
relationship.

The lower part of Table 1 exhibits the results of reverse causality tests which concern if
per capita GDP causes the variation in one of the financial development indexes, with base
money-income ratio always present in the list of explanatory variables.

Table 1. Granger-Causality and Cointegration Tests:
The U.S.A.

Former Period Latter period
(1874–1920) (1953–1999)

bdya 2.62 (p = 0.06) 4.03 (p = 0.01)
[p = 0.60] [p = 0.23]

bcya 3.71 (p = 0.02) 1.09 (p = 0.36)
[p = 0.84] [p = 0.26]

n2a 1.50 (p = 0.23) 7.41 (p = 0.00)
[p = 0.80] [p = 0.20]

k2a 1.34 (p = 0.28) 9.04 (p = 0.00)
[p = 0.70] [p = 0.15]

Reverse Causality (from Development to Finance)

bdya 0.53 (p = 0.66) 0.44 (p = 0.73)
bcya 4.33 (p = 0.01) 2.72 (p = 0.06)
n2a 1.79 (p = 0.17) 2.52 (p = 0.07)
k2a 2.17 (p = 0.11) 0.09 (p = 0.97)

Notes: The number in each cell is the F value of the Granger
causality test. The numbers in parentheses are the correspond-
ing p values for the null hypothesis b1 = b2 = b3 = 0 (i.e. the
financial variable does not cause the variation of per capita out-
put). The numbers in square brackets are the p values for the
null hypothesis that the VAR, including per capita output, the
financial variable and base-income ratio, has a cointegrated rela-
tionship.
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Table 2. Granger-Causality and Cointegration Tests:
The U.K.

Former period Latter Period
(1874–1920) (1953–1999)

bdyb 2.80 (p = 0.05) 0.55 (p = 0.65)
[p = 0.97] [p = 0.16]

bcyb n.a. 2.41 (p = 0.08)
[p = 0.17]

n2b 1.78 (p = 0.17) 1.45 (p = 0.24)
[p = 0.87] [p = 0.23]

k2b 2.02 (p = 0.13) 2.27 (p = 0.10)
[p = 0.87] [p = 0.27]

Reverse Causality (from Development to Finance)

bdyb 0.70 (p = 0.56) 2.66 (p = 0.06)
bcyb n.a. 2.16 (p = 0.11)
n2b 0.98 (p = 0.41) 1.53 (p = 0.22)
k2b 0.88 (p = 0.46) 2.77 (p = 0.05)

Notes: See Table 1. n.a. indicates that the financial data is not
available.

Here, the causation runs from financial variables to real economic activity, in the former
period moderately, and in the latter period more clearly. The reverse causation is also weakly
present but it is weaker than the proper causation. In the U.S.A., therefore, the GS hypothesis
can be recognized in both periods, while Patrick’s hypothesis cannot be seen to hold.

Table 2 displays the proper causation and reverse causation in the U.K. The two periods
are identical with the U.S.A. Here, the data on commercial banks’ credit extension to private
sectors is not available for the former period. All groups have a cointegrating relationship. In
the U.K. the proper causality appears more clearly in the former period than in the latter.
Anyway it is not strong in either period. As for the reverse causality, it is quite clear in the
latter period. Hence one can recognize that Patrick’s hypothesis holds in this country in a
moderate manner.

Finally, I turn to the Japanese case, the results of which are summarized in Table 3. All the
three-variable groups have a cointegrating relationship. A distinctive feature here is that the
contrast between the former and the latter periods: in the former period, all four financial
variables do not have causality on the economic activity, while in the latter, three out of
four financial variables possess clear-cut causal roles. Also, throughout the two periods, the
reverse causation (from real economic activity to financial variables) cannot be seen except
one case involving k2 j in the former period. Regarding Japan, therefore, the GS hypothesis
can be seen to hold only in the latter period, and the tests indicate that Patrick’s hypothesis
has not been relevant.

4. CONCLUDING REMARKS

This chapter has started by reviewing the work on the finance-development nexus, either
using single-equation regression analysis or time series analysis (TSA). The former part, after
reviewing the existing wok, suggested that, as far as the pursuit of causal chains between
financial development and development of real activity is concerned, the time series analysis
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Table 3. Granger-Causality and Cointegration Tests:
Japan

Former Period Latter Period
(1894–1940) (1954–2000)

bdyj 0.57 (p = 0.64) 5.13 (p = 0.00)
[p = 0.85] [p = 0.52]

bcyj 0.46 (p = 0.71) 1.73 (p = 0.18)
[p = 0.80] [p = 0.54]

n2 j 0.34 (p = 0.80) 3.78 (p = 0.02)
[p = 0.86] [p = 0.63]

k2 j 0.50 (p = 0.68) 5.40 (p = 0.00)
[p = 0.95] [p = 0.54]

Reverse Causality (from Development to Finance)

bdyj 1.98 (p = 0.13) 0.85 (p = 0.48)
bcyj 1.24 (p = 0.31) 0.70 (p = 0.56)
n2 j 0.12 (p = 0.95) 0.63 (p = 0.60)
k2 j 3.04 (p = 0.04) 0.33 (p = 0.80)

Note: See Table 1.

(TSA), particularly Granger-causality test, is more in order and promising. Even so, when one
looks over the existing work using TSA, one has to face the variegation of their methodology,
choice of time periods, degrees of (dis)aggregation of financial and real economic activity.

In concluding this chapter, I summarize my tentative Granger-causality tests for prewar and
postwar periods of the U.S.A., U.K., and Japan. In the U.S.A. the Gurley-Shaw (GS) hypoth-
esis ( saying the leading role of financial development over real economic development) has
been observed throughout the two periods. In the U.K. the GS hypothesis is moderately seen
in the former period, while in the latter the reverse causality (Robinson-Lucas hypothesis)
is dominant. Hence in this country, Patrick’s hypothesis is relevant although in a moderate
form. Finally, in Japan only in the latter period was the GS hypothesis seen to hold, but the
reverse causality was not observed throughout.

It would be our next interesting and needed tasks to further enrich the contents of TSA
as well as to provide economic explanations to the differences in the causal directions for the
countries under consideration.

Data Appendix

·The U.S.A.

Nominal GDP and the GDP deflator are derived from R.J.Gordon, The American Business
Cycle: Continuity and Change, Chicago, University of Chicago Press, 1986. Deposits and
claims on private sectors of commercial banks, and the number of domestic population
draw on U.S. Department of Commerce, Historical Statistics of the United States, 1975, and
International Monetary Fund, International Financial Statistics Yearbooks (various years). The
commercial banks’ claims include bill discountings, but do not include security holdings (this
qualification applies also to the U.K. and Japan). Money supply M2 and base money draw
on R.J. Gordon, op.cit., and IMF, op.cit.
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·The U.K.

Nominal GDP, M2 (U.K.’s M3), and base money draw on B.R. Mitchell, British Historical
Statistics, Cambridge University Press, 1988, and IMF, op.cit. Deposits and claims on private
sectors of commercial banks, and the GDP deflator are derived from F. Capie and A. Webber,
A Monetary History of the United Kingdom, 1870–1982, Vol. 1, 1985, and IMF, op.cit. The
number of population is derived from B.R. Mitchel, op.cit. and IMF, op.cit.

·Japan

Commercial banks’ claims on private sectors and deposits, and also the GDP deflator are
derived from Japan Statistical Association, The Historical Statistics of Japan, Vol. 3, 1988, and
the Bank of Japan, Economic Statistics Annuals. M2 and base money draw on S. Fujino, Money
Supply in Japan, Keisoshobo, 1994, and the Bank of Japan, op.cit.

Nominal GDP is taken from K. Ohkawa et al., Long-Term Economic Statistics 1: National
Income, Toyokeizai-shinposha, 1974, and the Economic Planning Agency, National Income
Accounting Annuals. The population is derived from M. Umemura et al., Long-Term Economic
Statistics 2: Labor Force, Toyokeizai- shinposha, 1988 and Toyokeizai Economic Statistics Annuals,
Toyokeizai- shinposha.

ENDNOTES

1. The growth rates are the collection of the average of each country for some interval of years. Each group (vector)
of explanatory variables is taken from each of sample countries. See Quah (1993) and Demetriades and Hussein
(1996) for more details and some critiques of this procedure.

Along with the work mentioned above, Wallich (1969) can claim to be a pioneer of the field.
2. Section 2 and part of Section 3 are based on and extend my previous discussion in Amano (2004).
3. Patrick (1966) calls the second ‘the demand-following pattern.’ However, since ‘supply leading’ and ‘demand

following’ refer to the same situation, the second would better be called ‘demand-leading.’
4. Patrick (1984) divides the Japanese financial development into four stages: (i) 1868-ca 1910, (ii) ca 1910–1936,

(iii) 1937–1952, and (iv) 1952- the1970s. Particularly, he underlines the bordering year 1945.
5. In this case (of level variables), one does not need to incorporate the error correction mechanisms (see, e.g.,

Enders 1995). If I suppose the growth rate of qpoi or real GDP as a development index, the financial index would
have to be a flow variable, i.e., the growth rate or the difference of the indexes in the text. In any case, when I
put the growth of qpoi on the left-hand side, and the level on the right, the causality relations vanish in most of
the cases.

6. The software package I used in this chapter is TSP, Version 4–5.

REFERENCES

Abramovitz, M., Rapid Growth Potential and Its Realization: The Experience of Capitalist Economies in the
Postwar Period, in Malinvaud, E. (ed.), Economic Growth and Resources, Vol. 1, London, Macmillan, 1979.

Adelman, I., Theories of Economic Growth and Development, 2nd ed., Stanford, Stanford University Press, 1974.
Amano, M., The Gurley-Shaw Hypothesis, Growth Regressions, and Granger-Causality, Chiba Journal of Economics,

Vol.19, 2004 (in press).
Atje, R., Jovanovic, B., Stock Markets and Development, European Economic Review, Vol. 37, 1993, 632–640.
Barro, R.J., Economic Growth in a Cross-Section of Countries, Quarterly Journal of Economics, Vol. 106, 1991,

407–443.
——–, Determinants of Economic Growth: A Cross-Country Empirical Study, Cambridge, Mass., MIT Press, 1997.
Beck, T., Levine, R., Loayza, N., Finance and Sources of Growth, Journal of Financial Economics, Vol. 58, 2000,

261–300.
Benhabib, J., Spiegel, M.M., The Role of Financial Development in Growth and Investment, Journal of Economic

Growth, Vol. 5, 2000, 341–360.
Demetriades, P.O., Hussein, K.A., Does Financial Development Cause Economic Growth? Time Series Evidence

from 16 Countries, Journal of Development Economics, Vol. 51, 1996, 387–411.



14. Finance and development 217

Denison, E.F., Why Growth Rates Differ, Washington, Brookings Institution, 1967.
Ender, W., Applied Econometric Time Series, New York, J. Wiley, 1995.
Fischer, S., Growth, Macroeconomics, and Development, in Blanchard, O.J., Fischer, S. (eds.), NBER Macroeconomics

Annual 1991, Cambridge, Mass., Cambridge University Press.
——–, The Role of Macroeconomic Factors in Growth, Journal of Monetary Economics, Vol. 32, 1993, 485–512.
Gerschenkron, A., Economic Backwardness in Historical Perspective, Cambridge, Mass., Harvard University Press, 1962.
Greenwood, J., Jovanovic, B., Financial Development, Growth, and the Distribution of Income, Journal of Political

Economy, Vol. 98, 1990, 1076–1107.
Gurley, J.G., Shaw, E.S., Financial Aspects of Economic Development, American Economic Review, Vol. 45, 1955,

515–538.
——–, Money in a Theory of Finance, Washington, D.C., Brookings Institution, 1960.
Hafer, R.W., Kutan, A.M., More Evidence on the Money-Output Relationship, Economic Inquiry, Vol. 35, 1997,

157–176.
Jung, W.S., Financial Development and Economic Growth: International Evidence, Economic development and Cultural

Change, Vol. 34, 1986, 333–346.
King, R.G., Levine, R., Finance and Growth: Schumpeter Might Be Right,Quarterly Journal of Economics, Vol. 108,

1993a, 717–737.
——–, Finance, Entrepreneurship, and Growth: Theory and Evidence, Journal of Monetary Economics, Vol. 32, 1993b,

513–542.
Kormendi, R.C., Meguire, P.G., Macroeconomic Determinants of Growth: Cross-Country Evidence, Journal of

Monetary Economics, Vol.16, 1985, 141–163.
Kuznets, S., Economic Growth of Nations: Total Output and Production Structure, Cambridge, Mass., Harvard University

Press, 1971.
Levine, R., Financial Development and Economic Growth: Views and Agenda, Journal of Economic Literature, Vol. 35,

1997, 688–726.
Levine, R., Loayza, N., Beck, T., Financial Intermediation and Growth: Causality and Causes, Journal of Monetary

Economics, Vol. 46, 2000, 31–77.
Levine, R., Renelt, D., A Sensitivity Analysis of Cross-Country Regressions, American Economic Review, Vol. 82,

1992, 942–963.
Levine, R., Zervos, S., Stock Markets, Banks, and Economic Growth, American Economic Review, Vol. 88, 1998,

537–558.
Lucas, R.E., Jr., On the Mechanics of Economic development, Journal of Monetary Economics, Vol. 22, 1988, 3–42.
Mankiw, N.G., The Growth of Nations, Brooking Papers on Economic Activity, No. 1, 1995, 275–326.
Mankiw, N.G., Romer, D., Weil, D., A Contribution to the Empirics of Economic Growth, Quarterly Journal of

Economics, Vol. 107, 1992, 407–437.
Neusser, K., Kugler, M., Manufacturing Growth and Financial Development: Evidence from OECD Countries,

Review of Economic and Statistics, Vol. 80, 1998, 638–646.
Pagano, M., Financial Markets and Growth: An Overview, European Economic Review, Vol. 37, 1993, 613–622.
Patrick, H., Financial Development and Economic Growth in Underdeveloped Countries, Economic Development

and Cultural Change, Vol. 14, 1966, 174–189.
——–, Japanese Financial Development in Historical Perspective, 1868–1980, in Ranis, G. et al. (eds.), Comparative

Development Perspectives, Co., Westview Press, 1984.
Quah, D., Empirical Cross-Section Dynamics in Economic Growth, European Economic Review, Vol. 37, 1993,

426–434.
Rajan, R.G., Zingale, L., Financial Dependence and Growth, American Economic Review, Vol. 88, 1998, 559–586.
Reynolds, L.G., Development Theory in Classical Economics, in Ballasa, B., Nelson, R. (eds.), Economic Progress,

Private Values, and Public Policy: Essays in Honor of William Fellner, Amsterdam, North-Holland, 1977.
Robinson, J., The Generalization of the General Theory, in her The Rate of Interest and Other Essays, London,

Macmillan, 1952.
Rousseau, P., Wachtel, P., Financial Intermediation and Economic Performance: Historical Evidence from Five

Industrial Countries, Journal of Money, Credit, and Banking, Vol. 30, 1998, 651–678.
Wachtel, P., Rousseau, P., Financial Intermediation and Economic Growth: A Historical Comparison of the United

States, United Kingdom, and Canada, in Bordo, M.D., Sylla, R. (eds.), Anglo-American Financial Systems: Insti-
tutions and Markets in the Twentieth Century, New York, R. Irwin, 1995.

Wallich, H.C., Money and Growth: A Cross-Section Analysis, Journal of Money, Credit, and Banking, Vol. 1, 1969,
281–302.



INDEX

Advanced Internal Rating Based Approach
(IRB), 18

Approved deposit taking institutions (ADI), 46
Asia 11, 145
Australia, 45, 145
Australian Prudential Regulation Authority

(APRA), 46

Bank for International Settlements (BIS), 1
Banking reforms, 153
Basel I, 2, 38
Basel II, 3, 5, 33, 38
Basel Committee on Banking Supervision, 1
Bond markets, 77, 92, 93, 98, 196
Brady bonds, 109, 113
BOO (Build, Own, Operate) approach, 130
BOT (Build, Own, Transfer) approach, 131

Capital games, 17
Capital markets, 60, 134, 156, 161
Capital market reforms, 152, 156
Capital requirements, loans, 18
China, 193
China Chengxin Credit Management Co. Ltd.,

200
China Liahne Credit Rating Co., Ltd., 201
Collateral, 166
Contingent value rights (CVR), 138
Convertible preferred stocks, 140
Corruption, 175
Covered bonds, 24
Credit ratings, 155, 193, 198
Credit spreads, 109
Crises (Indonesia), 177

Dagong Global Credit Rating Co., Ltd., 200
Default risk, 203

Depositor protection, 46
Developing countries, 9
Diversification, 11, 13, 134

Economic development, 145, 147, 162, 169, 210
Equity, 20
Exchange rate reforms, 151

Financial reform, 80, 151
Fragility of financial system, 10
Free trade areas, 149

GATT, 148
Global survey, 3, 10
Globalization, 14, 77, 79, 81, 83, 88, 145, 161
Goals, 12
Government intervention, 25
Grameen Foundation, USA, 161, 169
Grameen Bank, 162
Granger-Causality tests, 207

International Monetary Fund (IMF), 179
Indonesia, 175
Infrastructure financing, 130
Investor protection, 71

Japan, 26, 77, 80, 207

Large, Complex, Financial Organizations
(LCFOs), 1

Loss redistribution, 49

Microfinance, 162
Models, 35

New Basel Capital Accord, see Basel II
New Zealand, 45



220 Index

OECD, 33, 45, 145

Privatization, 66, 149
Procyclicality, 10
Project contracts, 132
Project bonds, 136, 137
Project stocks, 137
Project finance, 129
Project stocks, 137
Public-Private-Partnership (PPT), 131

Real sectors of the economy, 145
Regulatory arbitrage, 18
Regulatory framework (China), 194, 204
Restructuring loans, 25
Retained interest, 23
Risk-based capital, 4
Rule of Law, 185

Securitization, 22, 165
Shanghai Fare East Credit Rating Co., Ltd., 199
SHARE of India, 161
Special purpose entities (SPE), 24
Stock markets, 59, 66, 71, 77, 87, 92, 95, 97, 100
Subordinated debt, 166

The 1988 Basel Capital Accord, See Basel I
Trust preferred securities, 20

United Kingdom, 207
United States of America, 25, 207

Variable interest entities, see Special purpose
entities

Xinhau Financial Network (XFN) of Xinhau
Finance, 199


	cover-image-large
	front-matter
	fulltext_001
	fulltext_002
	fulltext_003
	fulltext_004
	fulltext_005
	fulltext_006
	fulltext_007
	fulltext_008
	fulltext_009
	fulltext_010
	fulltext_011
	fulltext_012
	fulltext_013
	fulltext_014
	back-matter



